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Markov branching processes with interaction

A. V. Kalinkin

Abstract. In the paper we consider Markov processes, with countable set of states,
interpreted as systems of particles of several types that interact as complexes for
which the result of interaction with a complex of particles does not depend on the
presence of other particles in the system. The apparatus of multivariate generating
functions is used to find exact closed solutions of the first and second Kolmogorov
system of differential equations for the transition probabilities. In our examples
analytic methods are used to treat actual transmutation processes of particles in
diverse areas of science.
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Introduction

(1) Differential equations remain the basic mathematical apparatus of modern
science. The consideration of deterministic processes or changes in the macroscopic
characteristics of physical phenomena in the course of time is a condition for appli-
cability of this technique.

Probabilistic considerations arose in science in the second half of the nineteenth
century and developed under the microscopic approach to physical processes, first
of all in gases and chemical reactions. The molecular-kinetic theory considers, say,
a gas as an aggregate of a vast number of chaotically moving particles (molecules,
atoms, and so on) interacting with one another; the interaction takes place through
collision of particles or by means of diverse forces. The basic conditions imposed
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on the probabilistic approach were clarified, and the primary task can be formu-
lated as follows: assuming that the laws regulating the behaviour of the particles
forming the system are known, the problem is to establish the laws of behaviour
of a macroscopic amount of matter by passing to the limit of a large number of
particles, in particular, to establish the phenomenological laws connecting directly
observable quantities (pressure, volume, concentration of reagents, and so on) [102].
A number of physical experiments carried out in the first third of the twentieth
century proved the probabilistic nature of the microcosm, which finally led to the
understanding that an adequate mathematical apparatus had to be constructed.
“After the molecular viewpoint about the structure of matter became prevalent in
physics, the appearance of new statistical (or probabilistic) methods of investigation
in physical theories became inevitable” ([65], Russian p. 7).

The problem of constructing the foundations of the theory of stochastic processes
was solved in the 1930s and 40s, mainly by Soviet mathematicians. The subsequent
development of the theory of stochastic processes has been associated in large degree
with the study of probability-theoretic schemes introduced in this period.

The application of probabilistic approaches to the study of processes in nature
was characterized by a gradual passage from deterministic mechanistic concepts
to probabilistic ideas. Originally, the equations of mechanics were supplemented by
probabilistic hypotheses that were alien to mechanics itself (see the analysis of the
Boltzmann kinetic equation in [79]). The subsequent success in the description of
physical processes by the new methods involved the rejection of some deterministic
concepts and the introduction of probabilistic definitions. Mathematical schemes
of the theory of stochastic processes are completely free of the mechanistic assump-
tions, and this can explain both the universal applicability of these schemes in
diverse areas of science and the depth of the analytic methods developed for them.
These probability-theoretic schemes are based on the notion of a probability space
(Q, A, P) of events.

The progress achieved during the last decades in understanding the nature of
the microcosm and the appearance of tools for investigating the molecular struc-
ture of matter led to the practical necessity of mathematically describing specific
microscopic processes. Fairly many non-rigorously defined models (meeting the
requirements for narrow classes of physical phenomena) were introduced in which
elements of the deterministic and probabilistic approaches were combined. These
models are frequently incompatible with the notion of a space of events; moreover,
they are limited in the application of analytic methods. Models based on classi-
cal probability-theoretic schemes involving some notions of mechanical origin have
also been investigated (for instance, when describing an interaction, the poten-
tial is sometimes replaced by a random potential [17], random forces are defined,
and so on). In these models the passage to the limit in probabilistic schemes can
lead to deterministic relationships. Some difficulties in applications indicate the
incompleteness of the theory of stochastic processes; in particular, the necessity
of introducing an interaction in probability-theoretic schemes has been repeatedly
noted [110].

The development of the theory of stochastic processes has been determined by the
fundamental concepts of the theory and by consideration of the above fundamental
problems on this basis (though the physical knowledge that serves as a basis for
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the probabilistic approach in science is insufficient at present). The objective of
this paper is to show that possible steps in this direction can be based on the
probability-theoretic schemes of the initial period of development of the theory of
stochastic processes and on the existing analytic methods of the theory.

(2) In this paper we consider a generalization of Markov birth-and-death pro-
cesses with countable state space N (N = {0,1,2,...}) and with continuous time
t € [0, 00), which were introduced in [79], [104]. A point o = (a1, ..., a,) € N of
the state space is interpreted as a state of some physical system in which there is an
aggregate of particles So, = a1 11 + - - - + a, T}, that consists of oy particles of type

T1, ..., and a,, particles of type T,; a passage of the stochastic process to another
state is a result of interaction within some complex S,:, " € A, of particles, where
A = {e',... ¢!} C N" is a given set. Such processes simulate a broad class of

actual systems of interacting particles in physics, chemistry, and biology in which
new particles appear as the result of interaction of several particles that exist at a
given instant.

The general definition of Markov processes with interaction for a discrete state
space has arisen by comparing several lines of research connected by a sequence of
references [45]:

Kolmogorov [69], 1938 (1931)

Leontovich [79], 1935

0.1
Bogolyubov [13], 1946| Kolmogorov and Dmitriev [71], 1947 (0.1)

Sevast’yanov [104], 1949

Sevast’yanov [105], 1951

The interactions between the above papers are considered in Chapter 5 of the
survey from the point of view of the following set of notions that arose in the study
of probability-theoretic schemes introduced in (0.1): one-particle and many-particle
distribution functions, independence conditions, the symmetry of distribution func-
tions, the definition of interaction in terms of the independence conditions, a chain
of equations, the state space of trajectories, and the kinetic equation for one-particle
distribution functions. In the author’s opinion (see [49], [50]), the analysis of the
family of these notions in connection with Markov processes leads to the possibility
of a certain step in the evolution of the theory of stochastic processes that is a
consequence of the scheme (0.1). To support this, we construct explicit solutions
of the Kolmogorov linear equations for Markov processes (see [46], [56]).

In this paper we present both known solutions of the Kolmogorov equations
and new solutions. Markov branching processes with interaction are character-
ized by the application of generating functions to express the equations for the
transition probabilities in the form of partial differential equations. The above
results and statements of problems are aimed at deriving closed solutions of these
partial differential equations. In the solution of the non-stationary and station-
ary Kolmogorov equations, expressions are obtained for the generating functions
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of the desired probabilities in the form of series in special functions, and the main
analytic complications have to do with summation of these series. The reduction of
series to a closed form gives an integral representation for the generating functions
in which the integrands are represented in a form having a probabilistic interpreta-
tion. We use orthogonal polynomials ([46], [47], [61], [62]), Bessel functions ([43],
[46]), hypergeometric functions ([44], [59], [62]), and elliptic functions ([51], [61]).

Closed solutions of the Kolmogorov equations give simple proofs of certain limit
theorems for Markov processes. Examples of limit theorems of this kind are pre-
sented in this paper.

The paper consists of five chapters. Every chapter is prefaced by a brief descrip-
tion of its contents. Chapter 1 contains the derivation of the main equations and
forms a basis for the subsequent chapters. The exposition in each of the next three
Chapters 2, 3, and 4 is independent of that in the other two chapters; the consider-
ations in Chapter 5 are based on the results of Chapter 4. Chapters 2 and 5 are of
a survey nature, whereas Chapters 3 and 4 are based on results of the author. We
present proofs of theorems announced in our short communications [50], [48], [40]
and give some new results.

The author thanks B. A. Sevast’yanov for stating the problem on branching
processes with interaction, to Ya. G. Sinai for the proposal to write this paper, and
to A. M. Zubkov and V. A. Malyshev for a series of remarks that helped improve
the paper.

CHAPTER I

SPECIAL CLASSES OF MARKOV PROCESSES

The notion of special classes of Markov processes was introduced in [71], [104].
The class By of branching processes was introduced in [71], and the class By of
branching processes with interaction was introduced in [104], where the relation

M > By D By (1.1)

was noted (here M stands for the set of all Markov processes with states in N™).
The relation (1.1) is called the structure of the set of Markov processes with the
state space N™.

The material of § 1.1 and § 1.2 is of a preliminary nature. In §§1.3-1.6 we present
the definitions of the classes By and By and some other special classes of homoge-
neous Markov processes with countable state space and continuous time. We give a
complete and systematic presentation (see also §2.1) of representations of the first
and second Kolmogorov systems of partial differential equations for the transition
probabilities with the help of multivariate generating functions and the operator
of generalized differentiation (these results were partially published in [107], [108]).
Corresponding to any class is a certain form of such partial differential equations.
In §1.7 we give a generalization of the structure (1.1). The results of Chapter 1
show that analytic methods for studying branching processes of class By [106] can
be extended to other classes of Markov processes.

§1.1. Markov processes on the state space N*

We denote by N” = {a = (a1,...,an), a; =0,1,2,...,i=1,...,n} the set of
all n-dimensional vectors with non-negative integral components. For «, 3,7 € N”
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we write y=a—0Bify1 =a1 =081, ...y, Vn=an—0On,a>=pPifag = G, ...,
oy, =2 Bn, and so on; we also set |a] = a1 + -+ + oy, and denote the summation

ZQGN" by Za '

Let us list the main results of the theory of homogeneous Markov processes with
countable state space ([30], Chap. 7, §3, [18]). Let &(t) = (&1(¢),...,&n(t)) be a
Markov process on the set N with continuous time ¢ € [0,00). We denote the
transition probabilities by

Pop(t) = P{E(t) = B1£(0) =},  a,BeN".

The condition that the process be time homogeneous means that

P{E(ts +1) = B[ £(t1) = o} = P{£(t) = B £(0) = o}

for any a, 8 € N™ and ¢;,t € [0,00). The transition probabilities of the process
&(t) satisfy the following conditions: Pnp(t) > 0 for any «,5 € N*, ¢t € [0,00)
(non-negativity condition); > 5 Pag(t) = 1 for any a € N, t € [0,00) (scaling
condition);
Pap(t) = ZPa'y(tl)P'yB(t —t1)
¥
for any o, 5 € N* and 0 < t; < ¢t, t1,t € [0,00) (Markov property); Pno(0) =1 and
P,3(0) =0 (a # B) for any «, 8 € N (initial condition). It is assumed that the
process (t) is stochastically continuous, that is, the conditions lim;_,o4 Pao(t) =1
and lim;_,o4+ Pag(t) = 0 hold for any o # .
The following limits (which can be finite or infinite) always exist:

m Puo(t) —1 Pag(t) (

ae3 = lim
t—50+ t v el T 0 ¢t

OZ#B), O[,ﬁENn.

These limits are called the infinitesimal characteristics (or the densities of the
transition probabilities) and are denoted by ang = (dPag(t)/dt)|t=0+ for o, B € N™.
If @« # B, then aqp is finite; aqq is either finite or equal to —oo; in any case
ZB 40 GaB < —Gaa- A classification of the states of the process can be carried out
by using the quantities a,g. A state a is said to be instantaneous if anq = —00. A
non-instantaneous state is said to be regular if ZB 40 @af = —Gaa-

The probabilistic meaning of the characteristics {ang, @, 3 € N"} is as follows.
The Markov process &(t) stays in an initial state o up to a random time 7, with
exponential distribution P{7, <t} = 1—e%=". If ana = 0, then the process cannot
leave the state a (such a state is said to be absorbing). If ana < 0, then at the
time 7, the process goes to a state § with probability distribution {p%‘ = —aag/taa;
B8 # «; p% = 0}; the process stays in the state § for a random time 75; and the
further evolution of the process is similar.

1.1.1. First and second Kolmogorov systems of differential equations. If
all states of a Markov process are regular, then the transition probabilities satisfy
the system of equations

dPos(t) n
Tf = Zy:aowpvﬁ(t): ae N7, (1.2)
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with the initial conditions Pno(0) = 1 and P,(0) = 0 for e # 3. This is called the
first (backward) Kolmogorov system of differential equations [69]. Let all states of
the Markov process be regular and let } P (t)ayy > —oo for a given a.. Then for
this « the second (forward) Kolmogorov system of differential equations [69] holds
for the transition probabilities:

dFap(®) _ > Pay(t)ays,  BeENT, (1.3)
0l

dt
with the initial conditions Py« (0) = 1 and P,g(0) = 0 for a # 3.

Existence and uniqueness conditions for the solutions of the first and second
system of equations are given in [26] (vol. 1, Chap. 17, §9), [30], [18]. Under the
above assumptions on the coeflicients ang there always exists a unique minimal
solution, that is, a non-negative solution satisfying both systems of differential
equations (1.2) and (1.3), the Markov condition, and the relation 5 Pag(t) < 1.
In particular, the minimal solution satisfies the identity ZB P,s(t) = 1 for any
a € N if the coefficients are bounded, that is, |aag| < C < oo for any «a, § € N*
[26]. Below we consider some Kolmogorov systems of equations for which a solution
is not unique; in these cases we present an expression for the minimal solution.

§1.2. Multivariate generating functions

We denote by a, the value at a point « of a numerical function a defined on N™.
By the multivariate generating function F(si,...,Sn) corresponding to {a,} we
mean the sum of the series

— a1 Qn
F(s1,...,8,) = g an syt s
«

By the ezponential multivariate generating function G(z1, ..., z,) corresponding to
{ao} we mean the sum of the series

aq «
Z ...Z n
1 n
G(zl,...,zn) = E — Ay
«

011! . -Ozn!

Below we also write briefly s = (s1,...,8,), s¢ = sf'---s%", and a! =
agl - -anl. A vector of the form s = (s1,...,$,) is denoted by 1 if all its com-
ponents are equal to 1; we write |s| for the vector with the components |s;| and use
similar notation for a vector z = (z1,...,2,). We set zs = 2181 + -+ + zp8, and
write

9°F(s) 0 F(s1,...,s,)
ds*  9s{t ... 0spm
and ol = a[lﬁl] . -aLﬁ"], where ozgﬁi] =ai(a;—1) - (a; = Fi+1)fori=1,... n.

If F(s) is the generating function for {a,}, then 9°F(s)/0s” is the generating
function for {a¥la,, a € N"}. Let the generating functions F(s) and G(z) have
non-empty domains of convergence. Then a one-to-one correspondence between the
family {a,} and each of the functions F(s) and G(z) is given by

1 9*F(0) _0°G(0)

= a
ol Os¢ @ 0z

(%
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A generating function is said to be positive if a, > 0 for « € N™. A positive
generating function F(s) is called a probability generating function if F(1) = 1.
A probability generating function F(s) corresponds to some probability distri-
bution {a,} on N™. A probability generating function can be assigned not only
to a distribution {as} but also to a random vector € = (&1, . .., &,) whose probabil-
ity distribution is {a,}. Using the vector £, we can give an equivalent distribution
of a probability generating function, namely, F¢(s) = Es®. The expectation E¢ 8] is
called the factorial moment of order || = f1 + -+ + Bn. It can be shown that

OPFe(1)
el — £ 78\ 1.4
¢ 9sf 7’ (1.4)
where the derivative at the point s = 1 is understood as the left derivative with
respect to all the coordinates s;, ¢ = 1,...,n. In particular, E§; = (0F¢(s)/9s;)|s=1

for the expectations of the components of the random vector £, i = 1,...,n. The
expression for the variance is
P*Fe(1) | OF(1)  (9F(1))’
D¢ = — i =1,...,n. 1.5
& ds? + 0s; ( 0s; ) ’ ! " (1.5)

Multiplicative property. If €1 ... €™ are independent random vectors, then
the generating function of their sum is equal to the product of the generating
functions of the summands, that is,

Feyqooqem) (8) = Feay () -+ Feomy (8). (1.6)

In particular, if €V, ..., €™ are independent identically distributed random vec-
tors, then

F£(1)+,,,+£(m) (S) = Fgm(l) (S) (1.7)

For the proofs of the relations (1.4)—(1.7) and other results on multivariate gen-
erating functions, see [106], Chap. 4, § 1.

§1.3. Markov processes with interaction
Let A= {e" € N*, i =1,...,1}, be a finite set of vectors. To any vector &' we
assign a probability distribution {p! > 0, 27 p, = 1; p,; = 0} on N" and a set
{pt, >0, a0 € N"; o, =0 if ay, < €}, for some k} of numbers. For a Markov process
with interaction £(t) we define the infinitesimal characteristics by the relations

l l
Qoo = — Zgozou aaﬁ = ngiap%—a-fei (O[ 7é 5)7 O[,ﬁ S Nn (18)

i=1 i=1

Thus, a Markov process with interaction is determined by the set ', {p}}, {©4},
el () L),

We denote by M; the set of processes with interaction; thus, M7 C M. We note
that any Markov process with finitely many states belongs to the set M;, and that
an arbitrary Markov process in M can be interpreted as a process with infinite set
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A = N" where corresponding to every vector € € N™ is a probability distribution
on N” of the form {pS = —acy/ace, v # € p; = 0} and the set {¢;, =0, a # ¢;
¢S = —a..} of numbers.

Special classes of Markov processes are singled out in the set M; by specifying a
type of the functions ¢*, ..., ¢! (cf. §2.1) defining the sets {pl = ¢!(a), a € N},
oo ol = ¢l(a), a € N*} of numbers.

1.3.1. Interpretation in the form of a system with transmutations of
particles. A physical interpretation of a Markov process () belonging to the
set M is as follows ([104], [16]). An event of the form {{(t) = a} can be treated
as a state of a system in which at a time ¢ there is an aggregate S, of particles
consisting of «ay particles of type 17, ao particles of type T, ..., «, particles of
type Ty, that is, S, = a1 11 + @15 + - - - + a, T, Let us introduce [ complexes S,:
of particle interaction that correspond to vectors ' € A. An interaction of the com-
plex S.: of particles occurs in a random time 77 such that P{r} <t} =1 — e ¥at,
At this instant, €} particles are chosen among the a; particles of type T}, €} par-
ticles are chosen among the as particles of type Tb, ..., ! particles are chosen
among the «, particles of type T, and this complex S.: of particles is replaced
by an aggregate S, of new particles with probability distribution {piy} The sys-
tem passes from the state S, corresponding to the vector a to the state S,_.iy,
corresponding to the vector a — ¢’ 4+ 7, and the further evolution of the particle
system is similar. The system stays in the state S, during a random time 7,

until one of the [ possible interactions occurs, that is, 7, = min(7},.. .,Té). It is
assumed that the random variables 77,. ..,Té are independent. In this case

P{ro <t} =1 — e (Pat+¢.)t and the probability of an interaction of the com-
plex S.: of particles (under the condition that some interaction indeed occurred) is
equal to ¢ (Zizl <pia)_1 ([12], Chap. 1, §2). Let us represent the possible trans-
mutations of particles in this system by the following interaction scheme:

et +esho+ -+, T = N + 3T+ -+ 3T,

ey +eiTo + -+ &b T, — YT +48Te + -+ T, (1.9)

e +ebTo + - +eb T = N+ %D + - + 7T,
where the distribution of the random vector 7' = (v{,4,...,7}) is {p}} for any
i=1,...,1

1.3.2. Second equation for the generating function of the transition
probabilities. Let us consider the transition probabilities Pog(t), o, 5 € N*, of a
Markov process with interaction. We introduce the following multivariate generat-
ing functions:

Fy(t;s) = ZPag(t)sﬁ, ae N, hi(s) = Zpiys”, i=1,...,1, |s] <1,
B v

(1.10)
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and note that F,(¢;s) is an analytic function of the variables si,...,s, in the
domain under consideration because [Fu(t;s)| < >4 Pog(t)]s1|Pr -+ |sn|Pn <
Y5 Pap(t) < 1. Below we need the Gel'fond-Leont’ev operator of generalized
differentiation ([29], [103]) defined on functions analytic in a neighbourhood of the

origin:
o (Zawﬁ) =Y e, =1L
B

B¢t
By definition, all states of a Markov process with interaction are regular. Suppose
that all the conditions of § 1.1.1 for the second system of equations are satisfied.

Proposition 1.1. The second Kolmogorov system of differential equations for a
Markov process with interaction can be represented in the concise form

OF,(t;s)

l
ot > (hi(s) = 57 ) Di(Falt; s)),  Fa(0;s) = s™. (1.11)

=1

Proof. Substituting the expressions for the infinitesimal characteristics (1.8) into
the system (1.3), we obtain the following chain of equalities:

Ta S T (T

B
(S S Reltedrh i - X Pt
y=et B—y+ei20 B=et
I N S
i=1 y>gt B—+ei>0

l .
= 3 DuFalt ) (ils) — 7).

This proves Proposition 1.1.

Below we treat the problem of the equivalence of the system of equations (1.3)
and the equation (1.11) for specific sets {¢L}, ..., {¢.} of numbers.

§1.4. Branching processes with interaction

A special class By of Markov processes belonging to the set My is singled out
by the following conditions on {¢L},...,{¢L}. Let aset A = {e' = (&},...,&),
i=1,...,1}, probability distributions {pv}, 1=1,...,1, and sets

<piaZAiHaj(aj—l)"'(aj—5§'+1):)\ia[ei], ae N,

be given, where the \; > 0 are proportionality coefficients, ¢ = 1,...,l. The infini-
tesimal characteristics {aag, @, 5 € N} of a branching process with interaction are
defined by the formulae (1.8).
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The above choice of numbers {¢%} was proposed in [104]. Let a Markov
process be in some state o = (a1, . .., &y ), which corresponds to the presence of an
aggregate S, of particles. It is assumed that, in a time At, At — 0, the probability
ot At 4 o(At) of interaction of the complex S,.: of particles is proportional to the
number (2‘11) of combinations selecting €] particles of type 11 out of the existing
« particles of type 11, ..., and proportional to the number (2‘”) of combinations
selecting ¢!, particles of type T}, out of the existing «, particles of type T},.

1.4.1. First equation for the exponential generating function of tran-
sition probabilities. Let us introduce the exponential generating function of
transition probabilities,

«

Calt;2) =Y %Pag(t), BeN, (1.12)

[e%

and the linear differential operators with constant coefficients

h@(%)—;pvﬁ, Z—l,...,l.

The function Gg(¢; z) is analytic with respect to the variables z1, ..., 2, for any £,
because
IG(t; 2)] < Z Mp (t) < elzlHtlan] (1.13)
B\ X — 011!"'Ozn! af X . .

Theorem 1.2 [108]. The exponential generating function Gg(t; z) of the transition
probabilities for a branching process with interaction satisfies the following linear
partial differential equation for any B € N™:

i

0Gs(t2) ~~y oif, (O & . P

Proof. To derive the equation (1.14), we reduce the first system of differential equa-
tions (1.2) for a branching process with interaction with the help of the multivariate
generating function (1.12),

l l
dP,g(t i i
Poill) _ 5~ S0 nalpl o Prolt) ~ S M Paslt), @€ N
=1 y—a+ei>0 i=1
(1.15)
the initial conditions are P,o(0) = 1 and P,3(0) = 0 for a # 5. It follows
from (1.13) that the series (1.12) is absolutely and uniformly convergent with
respect to t for any fixed z. The derivative dG(t; 2)/0t is equal to the sum of
the series
Z 2% dPag(t)

ol dt

[e%
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because the latter is absolutely and uniformly convergent with respect to ¢. Indeed,
it follows from (1.15) that

‘ 2% dPag()‘
e |<L
S 3D JIECERRRED SE > Rl
|| "t 1 y—a+ei>0 |a|<L '11
l
;xi g Zp,A-Z)\ Z: Ei)!

et A < o,

=1

and we can apply the Weierstrass M-test for uniform convergence of a series. These
remarks justify the following formula:

0G3(t; 2) o qp,
T =y 5 =3 5 (S at)
l ) ZO‘_E . Zoz—ei
— ;)\izel (Z Z mpzy—a-i-eip'yﬁ(t) - Z mf@g(t))

azet y—a+ei >0 azel @

! s ) 2T Zoz—ei
e ( S 2Py - 2 p 5(1&))

2L L poyte® - X et

l i

i ;0"Ga(t;z)  0° Ga(t; 2)

— )\ 15 i ) _ hd

> oA (gpr dl -2

|
.MN

9\ o .
1)\¢Z (hft (a) - 8zei>Gg(t, Z)

The condition G(0;2) = 27/3! follows from the initial conditions for the sys-
tem (1.15). This proves Theorem 1.2.

7

1.4.2. Second equation for the generating function of the transition
probabilities. We use the multivariate generating functions (1.10).

Theorem 1.3 [104]. The generating function F,(t; s) of the transition probabilities
of a branching process with interaction satisfies for any a € N™ the following linear
partial differential equation for |s| < 1:

l ) ol s
s) - Z)\i(hi(s) — 561)8%5(}) 7 Fa(0;5) = s°. (1.16)
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Proof. The second system of differential equations (1.3) for a branching process
with interaction becomes

l l

dP,g(t &t 4 et n
Losl) 5~ S~ b i Tpl 3 Pas(OMBE), BN (117)

dt ; . ,
i=1 f—ytei>0 i=1

The series Fo(t;s) = >4 P,p(t)s? is absolutely and uniformly convergent with
respect to ¢ for any fixed s, [s| < 1. The series > _;(dPag(t)/ dt)s? is absolutely and
uniformly convergent with respect to ¢ for |s| < 1, and hence the sum of this series
is equal to OF,(t; s)/0t. Indeed, it follows from (1.17) that for |s| < 1 we have

pE

IBISL

! ) l ‘
- ‘ SN > PaMFph s = YD Pap(t)nis s

|B|<L i=1 B—ny+ei >0 |8|<L i=1
Z)\HEZ’Y ||7€Zpr+z>\||625 U]
y=et B=ei

i 1
€
5 jl;[lil_|s|<oo

we can now apply the Weierstrass M-test for uniform convergence of a series. We
obtain the equation (1.16) by using the system (1.17):

8Fa t; ) dPa
#:%: df Z(ZPM avﬁ)
- Z)‘ (Z S Py = Y Paﬁ(t)g[ei]sﬁ>

y=et f—y+ei =0 B=et
I S (D Y B
y=et B—y+e>0

_Z)\ 8 61 (hi(s)—sei).

This proves the validity of (1.16) for |s| < 1. The validity of the equation for |s| < 1
follows from the continuity. This completes the proof of Theorem 1.3.

We introduce the double generating function

F(t; z;8) = Z Z—TFa(t; s) = Z Z—O:Pag(t)sﬁ = ZGg(t; 2)sP.

a a,B B
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Corollary 1.4. The generating function F(t; z; s) of the transition probabilities of
a branching process with interaction satisfies the following equations for |s| < 1:

0F o~ i o\ o
i=1

0F N
o0 = 2 Nihi(s) =) 5= F(05z58) = e (1.19)
=1

§1.5. Branching processes

A special class B; of Markov processes is singled out in the class Bs by the
conditions |¢f| < 1, i = 1,...,I. To be definite, let A = {¢! = (1,0,...,0),

52 = (0,1,0,...,0), ey 5l = (0,..,,0,1,0,...,0)}. Then g&za = )\iai, a € Nn7
i=1,...,1, and the second Kolmogorov equation (1.16) becomes
!
OFo(t; s OF,(t; s
% = ;)\z (hz(S) - Si)ggii ) , Fa(O; S) = 5%, (120)

The solution of the first-order partial differential equation (1.20) has the following
branching property ([106], Chap. 4, §2, (3)):

Fo(t;s) = FS'(t; s)F32(t;s) - - FS' (ty8)sp 1" -+ s ae N (1.21)

n
The branching property is the main feature distinguishing the class of branching
processes among the Markov processes. It says that if a state of a process is
interpreted as the existence of an aggregate of particles, then the particles existing at
a moment t; evolve at any next moment t;+t, t > 0, and give new particles that are
independent of one another. This follows from a comparison of the formula (1.21)
with the properties (1.6) and (1.7) of the generating functions ([106], Chap. 4, §2).

Theorem 1.5. The generating functions F.1(t;s), ..., F.(t;s) of the transition
probabilities of a branching process satisfy the following system of non-linear ordi-
nary differential equations for |s| < 1:

OF . (t;s
% =\ (hl(Fel(t; 8)y vy Fot(t58), Si41y -y 8n) — Fea (¢ s)),
(1.22)
OF.i(t; s
% =X\ (h[(Fel(t; 8)y vy Fot(t58), Si41y -y 8n) — Fa(t; s)),
with the initial conditions F.1(0;8) = s1, ..., Fa(0;8) = s;.

The proof is based on the branching property (1.21) (see [106], Chap. 4, §3,
Theorem 3). For n = 1 the non-linear equation is derived in §5.1.

The particles of the types Tj41,...,T, are said to be final ([106], Chap. 5).
If the vector € = (0,...,0) belongs to the set A, in which case ¢ = )¢ for any
«a € N, then the branching process is called a process with immigration of particles
([106], Chap. 7).

A systematic exposition of the theory of branching stochastic processes is given

in the monograph [106]. For a survey of results in the theory of branching processes,
see [122].
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§1.6. The class Bj

We define another class of Markov processes [42]. Suppose that a set A = {e! =
(1,0,...,0), 2 = (0,1,0,...,0), ..., e = (0,...,0,1,0,...,0)} is given, and cor-
responding to any vector ' is a probability distribution {p?}. Let us introduce
sets {¢¢,} of numbers as follows. Suppose that U;(x) is the distribution function of
some non-negative random variable and that U;(z) is an infinitely divisible distri-
bution function for any ¢ = 1,...,1. It is known ([26], vol. 2, Chap. 13, §7) that
the Laplace transform of this function can be represented as

/ e P U{day =e i), p>0,
0

where 1;(p) = [;° 7! (1—e7P*) P;/{dx} and P;isameasure with [~ 2~ P;{dz} <oc.
We set ¢!, = 1;(c;) for « € N* and i = 1,...,] and define the infinitesimal char-
acteristics {aqg, o, 8 € N"} of a Markov process of class Bz by the formulae (1.8).
The choice of the numbers {pl}, ..., {¢}} is related to properties (presented below
in §§ 2.1.2 and §5.4, see also [42]) of birth-and-death processes of power-law type.
The class B3 of processes is closest to the class By of branching processes; indeed,
if a distribution U;(x) is concentrated at a point A\; (A; > 0), then ¢! = \;a; for
a€eN"and i=1,...,[, and we obtain a process of class Bj.

§1.7. Structure of the set of Markov processes

A generalization of the structure (1.1) for Markov processes with countable state
spaces is of the form

M D> My D B;
U U Bs N By = By, (1.23)
Bg D) Bl

where B; stands for the class of Markov branching processes and By for the class of
branching processes with interaction, the class Bs is defined in § 1.6, and the set M;
is described in §1.3. The sets M;, By, By, and Bs were defined by indicating the
infinitesimal characteristics {aqg, @, 5 € N*} in each of these cases.

The non-linear property (1.21) of the transition probabilities, which holds for
Markov processes belonging to the special class B;, determined the structure of a
powerful analytic apparatus to study branching processes ([106], Foreword). The
following problem arises in connection with the structure (1.23): find non-linear
properties of transition probabilities for other special classes.

CHAPTER II

APPLICATIONS IN FORMAL KINETICS

Markov processes with interaction, regarded as particular cases of Markov pro-
cesses on N have been defined in many papers devoted to specific problems of
physical kinetics, chemical kinetics, population dynamics in ecological systems,
queueing theory, and so on; this is due to the intuitiveness of the state space N™.
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In the present chapter and the next we give a survey of results for diverse schemes
of interactions.

In the structure (1.23) the choice of infinitesimal characteristics for the classes
B;, B3, and B3 of Markov processes is determined by phenomenological laws of
kinetics. Branching processes of class By describe the exponential growth of the
number of “active” particles at the initial stage of a chain reaction [22], whereas
processes of class B3 correspond to power-law growth of the number of “active”
particles in a reaction of the same type [124]. In § 2.1.2 we present theorems on the
asymptotic behaviour of the mean number of particles in birth-and-death processes
of linear, power-law, and Poisson types. In §2.2 we suggest models of chemical
reactions in the form of processes of classes By and Bs. A relationship between a
model of a bimolecular chemical reaction in the form of a Markov process of class By
and the macroscopic description of the kinetics of this reaction in the form of the
law of active mass was established in [79]. Processes belonging to M; can serve as
models of quite different reactions.

Stochastic models with interaction of particles for discrete states coinciding with
those studied in the paper have been investigated by numerical experiments (see, for
instance, [94], [95], [109], where actual physical-chemical phenomena were studied).
In §2.3 we briefly present results of statistical simulation of a branching process
with a ‘predator-prey’ interaction scheme.

§2.1. Types of birth-and-death processes

Let the transition probabilities P;;(¢t) = P{{& = j | {0 = i} of a homogeneous
Markov process & on the state space N = {0,1,2,...}, where ¢ € [0, 00), be repre-
sentable as t — 0+ in the form

Piﬂ'_l(t) = @;pot + O(t), Pii(t) =1—pit+ O(t), P¢'7¢'+1(t) = @;pat + O(t), (21)

where pg 20, p2 >0, po+p2 =1, o9 =0, and ¢; > 0 fori =1,2,.... The process
stays in the initial state ¢ during a random time 7; with P{r; < t} = 1 — e~ ¥it,
after which it passes either to the state ¢ — 1 with probability py or to the state
i+ 1 with probability ps. The further evolution of the process is similar, and the
state 0 is absorbing. An ‘embedded Markov chain’ for such a process is a random
walk on N with absorbing boundary point 0.

A birth-and-death process &; is a process belonging to M; and having the inter-
action complex € = 1. If a process in M; has only a single interaction complex,
then [48] we can represent the first and second system of equations for the transition
probabilities in a concise form by using generating functions. We can then apply
the operator of generalized differentiation D, and use an eigenfunction e(z) of this
operator [29]:

D a-zj> = ajp; e(z) = . 2.2)

Let us introduce the following generating functions:

o i o
Gj(t; z) = g mPij(t), jEN; Fi(t;s) = g Pi(t)s’, ieN; s/ <1.
i=0 3=0
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Proposition 2.1. The first and second Kolmogorov systems of differential equations
for a birth-and-death process & can be represented in the form

0G,(t; 2) »
% = #paDE +po = D)G;(2), Gil0i2) = = (23)
OFi(t, i

WL (ys? 4 o~ )DL(F(L, ), Fl0,9) = s (2.4)

Proof. The first system of differential equations (1.2) for the process &; becomes

dPy;(t)
— Pt
dt <)00 0]( )7
dP;;(t .
—let( ) = popiPi—1,j(t) — i Pij(t) + pai Piy1 (), i=1,2,...,

with the initial conditions P;;(0) = 1 and P;;(0) = 0 for ¢ # j. Using the definition
of the function G;(¢; z), we obtain the equation (2.3):

8Gj > Zi dPij (t)
ot ; w1 dt

% i—1
z
= zp9 E — P 5(t
o PPl w1 (t)

=zt © il
;‘Pl"'%‘—l i (1) Ogggl...%._l i—1,5(t)
= 2p2D2(G}) — 2D(G;) + 2poG; = 2(p2 D2 — D + po)G;.

The equation (2.4) is a particular case of the equation (1.11). This proves Propo-
sition 2.1.

Let us introduce the double generating function

) i ) i )

z z . .
F(t; z;8) = g ——F(t;s) = g —Pi(t)s = g G;i(t;2)s’. (2.5
( ) = ©1° Qi 1'( ) 520 014 1‘-7( ) = ]( ) ( )

Corollary 2.2. The first and second systems of equations for the process & can be
represented in the form

o0F

E = Z(png —|—p0 — DZ)EF, (26)
o0F 9

i (p2s® +po — s)Ds(F),  F(0; z; 5) = e(zs). (2.7)

The types of Markov processes are defined in dependence on the function p; =
©(2) [104]. For birth-and-death processes of Poisson type we set ¢g = 0 and ¢; = A
for i = 1,2,... (A > 0); then D,(f) = A(f(z) — f(0))/z and e(z) = N\/(A — 2).
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For processes of linear type we set ¢; = iA + A1; such a process is of class By. If
;i =1\, then D, = A(d/dz) and e(z) = e*. For a process of quadratic type [38] we
set p; = i2A+1i\1 + Ao. If o; = i(i — 1)\, then D, = Az (d?/dz?), and the process is
of class By. For a process of polynomial type [82] we set ; = ¥ A+iF "1\ 4+ \g;
in particular, processes of cubic and biquadratic types have been studied [81]. For
a process of power-law type we have ¢; = i’ X with 0 < p < 1.

The Kolmogorov equations for the above birth-and-death processes have a unique
solution if either py > p or po < pz and Y ;2 <pi_1 = oo ([30], Chap. 7, §4).

2.1.1. Exact solutions of the Kolmogorov equations. There are few cases in

which an explicit solution of the first and second systems of differential equations

for Markov processes with countable state space can be found; the known solutions

relate to the above birth-and-death processes and some of their modifications.
Letéleandé;'-:Ofori#j.

Simple death process. By setting pg = 1 in the definition (2.1), we obtain a simple
death process; the second equation becomes

OF;(t; s .
% = (1 = 8)D4(F;(t; 8)), F;(0;8) = s".

For a death process the expressions for the transition probabilities (provided that
the numbers ¢; are pairwise distinct) are as follows: Py;(t) =4} for j€N, P;;(t)=0
forj>i>1, and

e~ ¥nt

(2.8)

i
Y ’ 1,; (i = ¥n)+ (Pnt1 = @) (@r—1 — @n) - (pj — ¥n)
for j <.
Pure birth process. By setting p; = 1 in the definition (2.1), we obtain the second
equation for the birth process,

OF;(t; s .
718(15 ) = (s* — 5)D4(Fy(t; 5)), F;(0;8) = s.

The expressions for the transition probabilities (provided that the numbers ; are
pairwise distinct) are as follows [30]: Po;(t) = &9 for j € N, P;;(t) = 0 for j < 4,
and

e~ #nt

Pall) =001 o o o e o) ()

forj>i>1.

Birth-and-death process of Poisson type. The second equation is

Fi(t, Fi(t; s) — Fi(t;

5 . , F;(0,s) = 5"
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The solution of this equation leads to the following formulae for the transition
probabilities (for 0 < pg < 1; see [27], [93]): Po;(t) = 4 for j € N and

t /2
Pio(t) ZZ/ 6_)\w (ZE) Ii(2«/p0p2)\m) dm, = 1,2,...,
0 b2 (2.10)

(i—4)/2
Pij(t) = e_)‘t (%) (Ii—j(2~ /PoP2 )\t) — Ii+j(2ﬁ/p0p2 )\t)), Z,] 7é 0,

where I;(t) are the modified Bessel functions.

Birth-and-death process of linear type. Let Dy, = A(d/ds) in the equation (2.4).
For py # pa, the solution of the first-order partial differential equation is ([71],[106])

pof1 — el 7N) sy — paem AN
po — poe(po—pg))\t _ Sp2(1 — e(po—pz))\t) ) ’ 1€ N

Fi(t;s) = ( (2.11)

Explicit solutions of the Kolmogorov equation for pg = p2 and for some other birth-
and-death processes of linear type are presented in [106]. Processes of linear type
have been studied in [75], [37], and elsewhere.

2.1.2. Probabilistic models of chain reactions. In nuclear physics, the initial
stage of a chain reaction is described [106] by the amount x(¢) of ‘active’ matter at
any time ¢ € [0, 00); a detailed description of physical processes of this kind can be
found in [22], [33], [119], [21]. The amount z(t) of matter can grow exponentially,
according to a power law, or linearly. When describing the growth of the active
matter in a chain reaction, the equation of formal kinetics is applied [23],

T = Az’ z(0) = xo, 0<p<l, (2.12)

where the coefficient A > 0 is called the reaction rate constant. If p = 1 in the
equation (2.12), then z(t) = zoe*t. For 0 < p < 1 the solution is

2(t) = [(1 - p)(fé__; + At)] 1/<1—p>; (2.13)

hence, x(t) ~ Co(M)Y/(1=P) as t — oo, where Cp > 0. If p = 0 in (2.12), then
z(t) = zo + M.

Corresponding to the deterministic model (2.12) is the probabilistic model of
a chain reaction in the form of a Markov birth-and-death process &;, namely, the
process belonging to the set M; is determined by the triple e = 1, {pg,p2 > 0,
po+p2 =1}, {wo=0,9; >0,i=1,2,...}. When interpreting an event {& = i}
as the presence of 7 particles of type T, we obtain the scheme T' — kT, k = 0,2,
in which either one particle of active type T' disappears with probability pg or two
new particles of type T appear with probability p2. We set h(s) = po + p2s?. The
probabilistic model is characterized by the mean number A4;(t) = E(&: | & = i) of
particles at any time t.
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Model of a chain reaction with exponential growth. For a birth-and-death process
of linear type in which ¢; = A, i € N (A > 0), we have the following second
equation for the generating function of the transition probabilities:

OFi(t;s) OF;(t; s) , _
T =) — )= Fi(0,8) = s (2.14)

By differentiating with respect to s, we obtain from (2.14) the following equation
for the expectation of the number A;(t) = (9F;(t;s)/0s)|s=1 of particles:

A;
ddt —adi,  A0) =i

(where a = A(h/(1) — 1)), which coincides with the equation (2.12) for p = 1.
Theorem 2.3 ([106], [33]). For a birth-and-death process of linear type,

A;(t) = de. (2.15)

The number a is called the criticality parameter. If a > 0, then the mean number
of active particles grows exponentially. In the theory of branching processes the
general scheme T' — kT studied has one particle turning into k new particles with
probability distribution {px}. Then h(s) = Y7, prs® in the equation (2.14), and
the formula (2.15) also holds. In the table we present the probabilities py, for the
occurrence of k secondary neutrons in nuclear fission of uranium 23°U by thermal
neutrons [22].

k 0 1 2 3 4 5 6 7
pr | 0.0333 | 0.1745 | 0.3349 | 0.3028 | 0.1231 | 0.0281 | 0.0032 | 0.0001

Model of a chain reaction with power-law growth. The probabilistic model of a
chain reaction corresponding to the law (2.13) is a birth-and-death process in the
class Bs. Let U(z) be the distribution function of a non-negative random variable
and also the distribution function of a stable law with parameter p, 0 < p < 1. The
Laplace transform of the distribution U(x) ([26], vol. 2, Chap. 13, §6) is

w(p) = / e Ufdey = e VP, p>0,
0

where (p) = Ap” and A > 0. According to the definition in § 1.6, we obtain
p; = X\if for i € N.

Theorem 2.4 [125]. Let the criticality parameter and the exponent of a birth-and-
death process of power-law type satisfy the relations a > 0 and 1/2 < p < 1. Then
ast — oo

Ai(t) ~ Ci(at)l/(l_p), C; > 0.

Similar results were obtained in [14].

Model of a chain reaction with linear growth. For the case in which ¢g = 0 and
wi = Afor i = 1,2,..., the next assertion was obtained in [93] on the basis of
explicit expressions (2.10) for the transition probabilities.
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Theorem 2.5 [93]. Let the criticality parameter a be positive for a birth-and-death
process of Poisson type. Then as t — oo

Ai(t) ~ Ciat,  C; > 0.

The above laws for the growth of the mean number of active particles in chain
reactions are shown in Fig. 1.

A;(t) Ay(t)
Y7
i ™
0 t 0 t
Figure 1. Means for schemes of the form Figure 2. Means for schemes of the form
T — kT T — 1T — T3

§2.2. Markov models of chemical reactions

The general scheme of a chemical reaction with the reagents T3,...,T, can
be represented in the form (1.9) for fixed vectors 7',...,7' [23]. A single row in
the scheme (1.9) corresponds to an elementary act of reaction. The kinetics of the
chemical reaction is described by the amount z;(¢) of any reagent T; at any time
t € [0,00), where ¢ = 1,...,n. The functions z1(t), ..., x,(t) satisfy a system of
differential equations of the form

j?l = fl(ml, . .,xn),

j?n = fn(ml, .. .,xn),
with initial conditions z1(0) = 29, ..., 2,(0) = z%. The form of the functions
fi,..., fn is determined according to the laws of formal chemical kinetics [23].

Probabilistic models of chemical reactions in the form of Markov processes on the
state space N™ were introduced in [79]. Diverse examples of such Markov processes
are given in [10] (Chap. 8, Applications to Chemistry) and [89]. The branching
process with the scheme (1.9) and with fixed vectors 4!, ..., ! was defined in [92]
and called a generalized birth-and-death process. For a detailed description of the
physical assumptions under which a representation of a chemical reaction in
the form of a Markov process is admissible, see [121], §§ 7.1, 7.2. Below we
present the main equations of chemical kinetics and the corresponding Markov
processes on N”.

We note that the interaction scheme (1.9) can take into account both the for-
mation of the final product in a chemical reaction (processes with particles of final
types) and the introduction of reagents into the system from outside (processes
with immigration of particles).
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2.2.1. Monomolecular reactions. Chemical reactions in which only one particle
takes part in any elementary act are said to be monomolecular; the scheme (1.9)
becomes

Ty > T +7Te+ -+ LT,
e (2.16)

T =N+ %D + -+ 7, T

Models of monomolecular chemical reactions are Markov processes of class B

[105]. In Chap. 4, §6 of [106] a classification of types of particles in branching
processes is given which is a classification of schemes of the form (2.16), in Chap. 4,
§4 general methods for computing the mean number of particles of type T3, i =
1,...,n, are presented, and in Chap. 4, § 7 asymptotic properties of the means in
indecomposable branching processes are investigated as ¢ — oo and the diversity
of the asymptotic behaviour of the means for decomposable processes is indicated.
For chemical reactions, schemes of the form (2.16) correspond to decomposable
processes as a rule; the following examples relate to such processes.

Reaction Ty — T». The reaction is described by the amount z;(t) of reagent T}
and the amount z3(t) of reagent T>. The following law of kinetics is assumed to
hold [23]:

i?l = —)\121, i?g = )\.111, (217)

where A > 0 is the reaction rate constant.

Corresponding to the deterministic model (2.17) is a process of class B; with
transmutation of particles for two types of particles T} and 75 and one interaction
complex ([10], [89]), namely, the Markov process £(t) = (£1(¢),&2(t)), t € [0, 00),
(on the state space N?) determined by ¢ = (1,0), o,y = 1}, {va = Aay,
a € N2, A > 0}. The second Kolmogorov equation for the generating function
Fla,,a)(t; 51, 52) of the transition probabilities becomes

OF,(t; s) OF,(t; )
22\ N5y — 81) 2\ )
ot (52 = s1) =5
and for the initial condition we take F,,(0;s) = s{*.
Differentiating (2.18) with respect to s1 or sz, we obtain the following system of
equations for the mean numbers A (t) = E&;(¢) and A2 (t) = E&»(¢) of particles:
dA1 dAQ
dt 1, dt 1,
with the initial conditions A;(0) = a; and A2(0) = 0. Hence, A;(t) = aje** and
As(t) = ai(1 — e ™). The solution of (2.18) is

Flay,0)(t;s1,82) = (sle_)‘t +s2(1 — e_)‘t))al. (2.19)

It follows from (2.19) by the formula (1.5) that D;(t) = Da(t) = aze (1 — e M),
where D1 (t) = D& (t) and Ds(t) = DE&(t) are the variances of the numbers of
particles.

The generating function (2.19) corresponds to the binomial distribution on
the states {(a1,0), (a1 —1,1),...,(0,1)}. The de Moivre-Laplace theorem
on the approximation of a binomial distribution by a normal distribution acquires
the following form.

(2.18)
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Theorem 2.6. Let &;(t) be the number of particles of type T; at time t for a
branching process with the scheme Ty — T and let there be ay particles of type Ty
at time t = 0. Then for any t > 0

P{% < m} = \/%7 /; e 2, i=1,2. (2.20)

Observing a chemical reaction, one obtains a set of experimental data, and the
results of the statistical data processing give approximations for the kinetic curves
x1(t) and x2(t). As a rule, it is assumed that the experimental points deviate
from the kinetic curve according to a normal law. The limit Theorem 2.6 shows
that the deviation of the ‘experimental’ values &;(¢) from the values A4;(t) is indeed
distributed according to a normal law under the assumptions of the probabilistic
model under consideration.

lim
o1 —>00

Successive reactions Ty — T — T5. In [97] a decomposable branching process
was considered with three types of particles T, T, T5 and the following scheme of
transmutation of particles:

{ Ty = T + T2 + 1375, (2.21)

T2 — ')/%TQ + ’)/%Tg

The generating function Fa, a.,a4)(t; 51,52, 53) of the transition probabilities sat-
isfies the second equation (where A > 0 and p > 0),

OF,(t; s)
ot

OF,(t; )
881

OF,(t;s)

= A(h1(s1, 82,53) — 51) 0so

+ ,u(hQ(SQ, 83) — 82) R (222)

and we take the initial condition in the form F,(0;s) = s7*. Here hq(s1, s2, s3) and
ha(s2, s3) stand for the probability generating functions. We set

. oh

a =
j .
0sj |44

0%h;
0s;0sk |,y

— 8 by = . i k=1,2,3.

By using the methods of [106] (Chap. 4), explicit expressions for the mean num-
ber A;(t) of particles of type T;, i = 1,2, 3, were obtained from the equation (2.22)
in [97]. In Fig. 2 we present the shape of A;(¢) for ai < 0, a3 > 0, a3 < 0, and
a? > 0. This shape of the kinetic curves is typical for monomolecular chemical
reactions Th — T» — T3 ([23], Fig. 56).

Theorem 2.7 [97]. Suppose that ai < 0, a3 > 0, a3 < 0, a3 > 0, b}; > 0 or
b2, > 0, and h(0,1) > 0 for a branching process with the scheme (2.21). Let there
be a1 particles of type Ty at time t = 0, and let 1o, be the number of final particles
of type Ts generated by the original particles. Then

lim p{u <m} _ L/ 2 gy (2.23)
a1—00 g14/01 h V2T J o ’ '
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where
1.2 1 2
QpQ3 — A30a5 2 2
= — = b J—
ai a%a% ) g1 1+ a1 (al) )
b — azbs +biy(a1)? + 2bjsa1as + byy(az)® + 2b13a1 + 2bgzas + by
1— (11 )
1
a3 b3o(a2)® + 2b35a9 + b3
as = ——9 b2 = — ) .

az az

Theorem 2.7 generalizes Theorem 1 in [106], Chap. 5, §5, where a branching
process with the scheme T} — v1T1 + 271> was considered. A process with the
general scheme Ty — Ty — --- — T;, was studied in [98]; for other decomposable
branching processes, see the survey [122].

For other schemes (2.16), assertions of the form (2.20) and (2.23) follow from
the branching property (1.21), which means for a fixed ¢ > 0 that the number
of particles of type T; is a sum of independent random variables; to derive limit
theorems one can apply the method of characteristic functions to the relation (1.21).
In [106] (Chap. 5, §5) it was established that, along with the normal distribution,
there are other limit distributions for large initial numbers of particles.

2.2.2. Bimolecular reactions. A chemical reaction whose elementary act in-
volves two particles is said to be bimolecular. Let x4 (t), z2(t), 5(t) be the amounts
of the reagents T, T, T5 at time ¢ for a bimolecular reaction with the scheme
Ty + T» — T5. In formal kinetics the following law of active mass is assumed [23]:

i?l = —)\Jilmg, i?g = —)\Jilmg, i?g = )\.1111?2. (224)

For a probabilistic model of the reaction we consider a process of class By with
three types of particles T1, T, T5 and one interaction complex ([10], [89]), namely,
a Markov process £(t) = (&1(t),&2(t),&3(t)), t € [0,00), (on the state space N3)
determined by € = (1,1,0), {p©,0,1) = 1}, {Pa = a1z, a € N3, A > 0}. The
second equation for the generating function F(a, a,,qas)(t; S1, 52, 83) of the transition
probabilities is

OFaltis) _ 3(ss — s18)

ot

O?F,(t;s) e
m y Fa (0, S) = S .
We note that £(t) is a death process on the states {(a1, ag, a3), (a1 — 1,2 — 1,
asg+1), ..., (1 —ag,0,a3 + ag)} with the absorbing state (a; — ag, 0, as + as)
(under the assumption that a3 > as). The explicit expressions for the transition
probabilities of the process &(t) are given by the formula (2.8) for the corresponding
function ¢.

In the probabilistic model under consideration, the mean numbers A4;(t) =
(0F4(t;8)/0s;)|s=1 of particles of the type T3, i = 1,2,3, do not satisfy the equa-
tions (2.24). These equations hold approximately for the means A;(t) provided that
the initial number of particles is large; one sets a = (nay, nag, nas) and passes to
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the limit as n — oo (this passage corresponds to the thermodynamical limit used
in statistical physics [102]). Conditions for this deterministic approximation of a
process £(t) were studied in [10] (§ 8.2, Sect. C) on the basis of explicit expressions
for the transition probabilities.

From the point of view of the above passage to the limit, a Markov process of
class By on N" with the interaction scheme T; + T; — Ty, + 13, 4,5, k,l=1,...,n,
was studied in [79]. The equations of formal kinetics for other bimolecular schemes
and the corresponding Markov processes of class By are presented in §2.3 and in
§§ 3.3.2,4.2.1 (see also [32], [57]).

Class B4. When studying chemical reactions, we always restrict ourselves to inter-
actions involving at most two particles, that is, in the scheme (1.9) we assume that
le!| < 2 for i = 1,...,l. In formal kinetics one considers a generalization of the
law (2.24); for the bimolecular reaction 171 + T — T3,

p1,.02

&1 = =Mz xh?,  do = —Aaf'azh? 0 xh?

xy’, &g = Axy @y’ p1>0, p2>0

[23] (cf. (2.12)). On the state space N one can introduce the class By of Markov
processes (by analogy with the definition of the class Bsz) that corresponds to
the equations of the above form. The structure (1.23) is then supplemented by the
relations M7 D By D Bs, My D By D Bs.

§2.3. ‘Predator-prey’ stochastic process

The dynamics of an ecological predator-prey’ system is described by the number
x1(t) of ‘predators’ and the number x5(t) of ‘preys’ at any time ¢. The following
system of non-linear differential equations is used [123]:

T = —pr; + AT, To = pTo — AT1Xo, (225)

where A\, u, and p are some positive constants.

Corresponding to the deterministic model is a Markov process £(t) = (&1(t), £2(t)),
t € [0;0), on the state space N? which is a branching process with two types of
particles T; and T3 and the interaction scheme [20]

T+ 15 — 217,
T — 0, (2.26)
T2 — 2T2

The second Kolmogorov equation for the generating function F(,, a.,)(%; 51, S2)
of the transition probabilities is of the form

OF.(t;s) | 5 O?F,(t; s) OF,(t;s) 9 OF,(t; s)
ot - )\(81_5152) 851852 +,Lt(1—51) 851 +p(52_82) 852 (227)

with the initial condition F,(0;s) = s®. An event {£(¢) = (61, 02)} is interpreted
as the existence of an aggregate of (1 particles of type T} and 32 particles of type T5.
The particles of type 17 are ‘predators’, and the particles of type T are ‘preys’;
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Figure 3. Realization of a predator-prey Markov process

the scheme (2.26) assumes that an interaction of a predator and a prey leads to an
increase in the number of predators, predator-particles can die, and prey-particles
produce others of the same type. This description of a predator-prey system agrees
with the system of differential equations (2.25) if the initial number of particles is
large; an approximation of the system (2.25) is obtained from the equation (2.27) by
differentiating with respect to s; or so and passing to the mean number of particles

Ai(t) = (0Fa(t; 5)/0s:)|ser, i = 1,2.

In [116] an equivalent description of a Markov process £(t) with the help of the
random time 73, ,) during which the process stays in the state (01, 2) in accor-
dance with 1.3.1 was used in a computer-aided statistical simulation of the process.
Statistical experiments enable one to make conjectures about the domain K of val-
ues of the parameters p and p (one can set A = 1 without loss of generality) in which
the realizations of the process £(t) stably have an oscillatory form (which is typical
for deterministic predator-prey systems [123]): K ={pu>0,p>0:¢c1 < p/p < ca},
where ¢; and ¢y are some constants. If the parameters are outside the domain K,
then the process either quickly falls into one of the states (y1,0), 1 = 1,2,...,
and degenerates into the absorbing state (0,0), or falls into one of the states
(0,72), 72 = 1,2,..., and goes to infinity. In Fig. 3 we show an example of the
realization of a process (£1(t),&2(¢)), t € [0,2.159834], for the initial conditions
&1(0) = 12, &(0) = 20 and for the values A = 1, u = 31, and p = 27 of the
parameters [116].

A survey of literature on computer-aided simulation of predator-prey systems
can be found in [72]; see also [95].
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CHAPTER III

STATIONARY AND FINAL PROBABILITIES

Let P,p(t) be the transition probabilities of a homogeneous Markov process on
the set N with continuous time ¢ € [0, 00). As was shown in the general theory of
processes with countable state space [18], if the assumptions of § 1.1.1 are satisfied,
then the limits

Gop = lim Pog(t) (3-1)

exist for any a, 3 € N”; the numbers g, are called limit probabilities. The limit
probabilities may not be a probability distribution, that is, > 54ap < 1.

The limit behaviour of Markov processes can be of diverse nature; it is deter-
mined by the classification of the states of the process [18]. We can distinguish
the principal cases in which a process falls into an absorbing state, goes to infinity,
or tends to a stationary state. To find the final probabilities (the probabilities of
degeneration of the process into an absorbing state), the stationary first Kolmogorov
system of differential equations is solved; to find the limit stationary probability
distribution, the stationary second Kolmogorov system of differential equations is
solved. In §3.1 the first and second stationary equations for the generating func-
tions of the limit probabilities of Markov processes of class By are obtained. In § 3.2
it is shown that the stationary distribution as t — oo coincides with the canonical
distribution used in equilibrium statistical physics (for certain processes of classes
B; or Bs). A method proposed by the author for finding the final probabilities
for processes with interaction by solving partial differential equations for the expo-
nential (double) generating function is presented in §3.3. We also give results on
integral representations for the final probabilities for interaction schemes with par-
ticles of different types. Exact solutions of the Darboux—Picard boundary-value
problem (Goursat problem) for second-order partial differential equations of hyper-
bolic type are obtained by the Riemann method.

§ 3.1. Equations for limit probabilities

Let a Markov process of class By be determined by e!, {p}Y}, .. El {pﬁy} We
introduce the multivariate generating functions for the probabilities (3.1):

[e%

P
95(2’) :ZJ(]&B; fa(s) :anﬁsﬁ7 a;ﬁENn-
' B

The function gg(z) is an analytic function of the variables 21, . .., z,, and the func-
tion fo(s) is analytic in the domain |s1| <1, ..., |s,| < 1.

Theorem 3.1. The exponential generating function gg(z) of the limit probabilities
of a branching process with interaction satisfies the following linear partial differ-
ential equation for any B € N™:

zl:)\izei (hi (%) - %)gg(zz) =0. (3.2)
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Proof. Let us use the equation (1.14) obtained in Theorem 1.2 for the exponential
generating function G(¢; z) of the transition probabilities to derive the stationary
equation (3.2). As is known in the general theory of homogeneous Markov processes
with countable state space [18], under the assumptions of § 1.1.1 we have

1mlﬂh(ﬂ=0, a,B €N

t—00 dt

Hence, it follows from the uniform convergence of the series

Z 2% dPag(t)
al dt

[e%

with respect to ¢ (established in the proof of Theorem 1.2) that

lim 9Gg(t; 2)

t—00 ot

=0, pBeN" (3.3)

On the other hand, since the series

«

> %Paﬁ(t)

[e%

is uniformly convergent in the domain ¢t € [0, 00), it follows that
— 3 . n
go(z) = lim Gpltiz),  BeN (3.4

The equation (1.14) together with the relations (3.3) and (3.4) implies (3.2). This
proves Theorem 3.1.

Theorem 3.2. The generating function f,(s) of the limit probabilities of a branch-
ing process with interaction satisfies for |s| < 1 the following linear partial differ-
ential equation for any a € N™:

l ot
}:Axm@)—fﬁgggﬁizo. (3.5)

i=1
Theorem 3.2 follows from Theorem 1.3.

§ 3.2. Stationary distribution for a system
of interacting particles for discrete states

A stochastic system of particles (of n different types T1, ..., T, ) interacting with
one another by complexes is considered. A state of the system is characterized
by an n-dimensional vector o = (a1,...,a,) € N, which means the existence
of a group S, of particles formed by «; particles of type 11, ..., «a, particles of
type Tp; let Pog(t), a,0 € N™, be the probability of the event that the initial
group S, of particles passes to the group Sg of particles during the time inter-
val [0,t]. Following § 1.3, we assume that the stochastic process has the Markov
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property and is homogeneous with respect to time. The transition probability den-
sities ang = (dPap(t)/dt)|t=0+, o, € N, are determined as follows. We fix a
set A = {e!,...,el € N"} of vectors and a matrix P = (pé-)ﬁdzl whose entries
satisfy the conditions p§- > 0 and Zé’:l p§- = 1. Suppose that during the time
At, At — 0, the particles of any aggregate S.: = eiTy + -+ + ¢} T,, interact with
one another with probability \;At + o(At), where \; > 0, and that an interaction
of several groups of this kind during the time At can occur only with probability
o(At). As the result of this interaction, the complex S,: of interacting particles is
replaced with probability p§- by a new aggregate S,; of particles, where Zizl p§- =1
and p! = 0; the group So = 171 + -+ + a, T, of particles passes into the group
So—cipes = (1 — ) + )Ty + -+ + (an — €, 4 1), of particles. Then it follows
from the above assumptions that

l
Qo = — Z&-a[f” el ags = > Ntk gt (o £ B).
i=1 i,j: B=a—ct+tel
(3.6)
For the Markov process under consideration (belonging to the class Bg) each of
the possible vectors 4!, ..., 4! in the interaction scheme (1.9) belongs to the set
A = {e!,... ¢!} of interaction complexes. The second Kolmogorov equation for
the generating function (1.10) of the transition probabilities becomes

OF,(t;s) : o 8€iFa(t; s) e
T_iz:;)\z(hz(s)—s )T, Fo(0;5) = s,

where h;(s) = Zé’=1 p;'-sej fori=1,...,1.

A state v is said to be attainable from a state a, o — =, if there is a ty < oo
such that P, (t9) > 0. Suppose that some power of the matrix P has only positive
entries (the ergodicity condition [30]). Then &' — ¢’ for any i,5 = 1,...,l, and if
a — v, then v — « as well, that is, the set K, = {7y : a — «} forms a closed class
of communicating states.

Theorem 3.3 [40]. Let the matriz P satisfy the ergodicity condition and let there
be an n-tuple ¢ = (q1,...,qn) of positive numbers such that

l
Z)\ip;-qel —)\j(fJ =0, ji=1,...,L (3.7)
i=1

Then for any initial state o of the Markov process there is a limit stationary
distribution {qa~, v € Ko} in the class K,

Qa'y:tli}I&Pa'y(t); a,y € K,

and the generating function of the stationary probabilities is of the form

fal) = D tars” = (Z ﬁ) _1< 3 qu7>' (3.8)

| |
YEK YEK o v YEK o v
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Proof. Let the class K, be finite. In a finite closed class of states of a Markov
process with continuous time a limit distribution always exists, and it is unique
[30]; to prove the theorem, it suffices to show that the generating function (3.8)
satisfies the stationary second equation (3.5):

=1 vyeK
X . i i ’)’—Ei Y—E
=Sa(Eme ) X
i=1 j=1 vEK Y
l l l
. . g s e
(X - ) (8 )
j=11i=1 =1 vyeK v
1 l l
g sE j g
(3 ) e (S ) =
YEK o j=1 =1

because the second factor vanishes by the condition (3.7).

If the class K, is infinite, then we again use the stationary equation (3.5) and
a sufficient condition for the existence of the limit distribution in a closed class of
states of a Markov process ([30], Chap. 3, § 6, [12]), namely, the existence of a non-
trivial absolutely summable solution of the stationary second Kolmogorov system
of equations. This completes the proof of Theorem 3.3.

Particular cases. The stationary distribution (3.8) for a system of interacting par-
ticles is connected with fundamental concepts of equilibrium statistical physics.
Let the classes of communicating states be formed by the sets Kg = {y € N :
M+ +vm=E}, E=0,1,2,..., and let there be a vector ¢ satisfying the condi-
tions (3.7). The limit distribution in the class K is determined by the generating
function of a polynomial distribution,

wo=(2 %) (3.5)

YEKE vyeEKEg
n —F n E
= (Z %‘) (Z Qi5i> = (5151 + -+ %Sn)E, (39)
=1 =1

where ¢; = ¢;(>1; qi)_1 for i = 1,...,n. The distribution (3.9) is the ‘micro-
canonical’ distribution [79], which holds for closed systems of interacting particles.
If there were E particles of arbitrary types for ¢t = 0, then as ¢t — oo the particles are
distributed with respect to the types T1,...,T, independently of one another with
probability distribution {qi,...,¢,}. The distribution (3.9) was obtained in [79]
for bimolecular processes (in which case |¢f| = 2,4 = 1,...,]) under symmetry-type
assumptions on the densities (3.6).

Let there be only one type T of particle and two interaction complexes ! = 0 and
€2 = 1, that is, let us consider the scheme of transmutations 0 — 7 and T — 0.
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The entire set N = {0,1,...} of states forms a closed class, and the stationary
distribution is the Poisson distribution {¢., = ¢”e~%/9!, v € N}. This process
is treated in [92] as an open system of interacting particles for which the Poisson
distribution is interpreted as the ‘canonical’ distribution. Other special cases with
two interaction complexes were discussed in [121].

Theorem 3.3 generalizes known results for branching processes with several
types of particles, namely, assertions about the limit stationary distribution for a
subcritical branching process with immigration ([106], Chap. 7, §3) and the limit
distribution in the final class of a branching process ([106], Chap. 4, § 7).

§3.3. Method of the exponential generating function

The exponential generating function was introduced in [39] to compute the prob-
ability of degeneration of a branching process with the interaction scheme eT" — kT
(for e = 2,3,...); the probability of degeneration for the scheme T' — kT was stud-
ied in [106], [33], and elsewhere. In [41] the method was applied to calculate the final
probabilities of a process with the scheme eT} — v 71 + 2T (¢ = 2,3,...), and
limit theorems were obtained for the number of final particles of type T5 when the
initial number of particles of type 77 is large; moreover, the scheme 77 — 111 +v215
studied in [106] (Chap. 5, §§ 4, 5) was generalized. Along with the results indi-
cated below, the method of exponential generating function was developed in [51],
[59], [58].

3.3.1. Population with two sexes. Let us consider a homogeneous Markov
process £(t) = (£1(t),&2(t)), t € [0,00), on the state space N? with the transition

probabilities P((gl ! ;;2)) (t). Let the transition probabilities have the following form as

t — 0+ (for some X\ > 0):

P((OoéllhOO;;)) (t) =1 —aiagAt +o(t), and
(ar ) (3.10)

Pis, 5y (8) = Poi—an+1,8,—an 1102 A + ()

for ay # (1 or ap # B2. Here the probability distribution {p,,, p11 = 0} is given.
With the help of the generating functions (|s1] < 1, |s2] < 1)

oo oo
F(Oé17062)(t; s1,582) = Z P((gll’g:)) (t)sfl 5527 h(s1,s2) = Z P12 S’lyl 5’2727
B1,82=0 Y1,72=0

the second Kolmogorov system of differential equations for the process £(t) can be
represented as

OF,(t; s)
ot

O?F,(t; s)

= )\(h(sl, 82) — 8182) 881882

Fo(0;8) = s“.

Corresponding to a process £(t) of class By is the interaction scheme Ty + T —
7 T1 + Y2T5. Let the process be in the initial state (o, az). Following § 1.3.1, we
can assume that in a random time T(a, a,) With P{7(a, ay) < t} = 1 — e7@1@2X
there is an interaction of a particle of type T} with a particle of type T5. These two
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particles transform into a group of ; particles of type T7 and ~» particles of type T5
with probability distribution {p.,, }; the process passes to the state corresponding
to the vector (a1 +v1 — 1,2 + 72 — 1). The further evolution of the stochastic
process is similar. The branching process £(t) is a model of a population with
male individuals and female individuals ([118], [58]). The main assumptions of the
model are as follows: any pair of individuals 77 + 7% in the population generates
descendants independently of the others; the frequency of acts of generation of new
individuals is proportional both to the number of individuals of type T} and to the
number of individuals of type T5.

The states (71, 0), (0,72), 71,72 € N, are absorbing for the process £(t) (particles
of only one type remain, and no interaction is possible). From symmetry arguments
it suffices to consider the final probabilities of the form

(a1,2) _ qs (a1,02)
Yo72) ~ tliglo P(Oﬁz) (1), 72 €N.
The exponential generating function
S [ S Ne D)
1 % (o,
Yo (21, 22) = Y 011!52!%3332) (3.11)

Ozl,a2=0

satisfies the stationary first Kolmogorov equation (the equation (3.2)),

a 0 o
[h<3_zf 3_ZQ> - 8z18z2]g(0772)(Z17Z2) - 12

(07’72) —
(07’72) -
qggjf;;)) = 0 for as # 72, and qgg;f)) = 0 for oy = 0,1,...) that the following
boundary conditions hold:

It follows from obvious equalities for the final probabilities (of the form ¢

Y2

z
g(oﬁg)(o, ZQ) = % , g(oﬁg)(zl, 0) =0. (313)

The following is the characteristic equation for the partial differential equation
(3.12) with constant coefficients:

h(Sl, 82) — 8189 = 0 (314)

(cf. [106], Chap. 2, §1, (9) and [33], Chap. 5, §4, (2) for the scheme T — kT).

(a1,a2)

The problem of finding the probability 4(0,v3)
the stopping probability at the boundary for a homogeneous random walk in the
plane quadrant N? [85] (see also [90]), in which the main role is played by the mul-
tivalued function (of a complex variable) defined by the equation (3.14) ([84], [25]).
The analytic apparatus developed in [84] clarified the role of elliptic functions in the

solution of problems on multidimensional walks with boundaries. In [31] an integral
(170‘2)
(0,72)
symmetric case h(sy, s2) = leS%SQ —l—plosls% + p10S1 + Po1S2 by using the methods

coincides with the problem of

representation for g containing the functions cnw and snwu was found in the
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of [84]. In [85] one can find references concerning the boundary-value problem of
the form (3.12), (3.13).

Integral representation for the final probabilities in the case h(s1,s2) = p20ss +
P0255 + poo- The equation (3.12) becomes

9%9(0,75) 9%9(0,75) 99(0,72)
Y2 Y2 o 2) 1
D20 022 + Po2 022 + P00 9(0,72) 52,029 0 (3.15)

with the boundary conditions (3.13). The reduction of the equation (3.15) of hyper-
bolic type to the canonical form gives the telegraph equation. For (3.15) we obtain
a Darboux—Picard problem, namely, the conditions (3.13) are given on two mono-
tone curves going out from the point (0, 0) and staying in a characteristic angle with
vertex at the same point (0,0). In [61], on the basis of the Riemann formula for the
telegraph equation ([11], [113]), a solution of the boundary-value problem (3.15),
(3.13) was constructed in the form of a series in Bessel functions of integral order.
After some manipulations, the solution is summed to an integral representation
containing an elliptic function. We present the main result of [51], [61].

Let w and ' be positive numbers. We set h = e~™' /@ and z = e™u/(29) | Let
us define the doubly periodic function (for vy =1,2,...)

M@=<%>Tﬁ+i(%) +Z< _252)7]. (3.16)

r=1

The periods are 4w and 2iw’ for odd v and 2w and 24w’ for even . Up to a constant
summand, the function fa(u) coincides with the Weierstrass elliptic function ([35],
Chap. 2, §12), and the convergence of the series (3.16) was studied in [35].

Theorem 3.4. Let a Markov process on the state space N> be given by the rela-
tions (3.10) and let h(s1, s2) = p2053 + po2s3 + poo- Let

_ 1 —+/1 —4pagpo2 Cy = D20P00
1+ /1 — 4pagpo2 ’ 1 —4paopo2

Let f.,(u) be the elliptic function (3.16) with the half-periods w=m/Cy and w'= —
VColnC, andletT = {u = z+iy, 0 < < 4w, y = —w'} be a segment oriented with
respect to increasing x. The exponential generating function of the final probabilities
18

1
9(0,72)(3172'2) — %/1—'62181(2)4‘2282(2) ( _’32 df’y ( )7 v =12..., (3_17)

where z = €™/ (%) and the functions

s1(z) = LV = 4Paopoz, \/—<z - —> sa(2) = u/&(z - 3>,

2pag z

define a uniformization of the Riemann surface (3.14).
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We denote by 7(®1:22) the number of final particles of type T5 remaining after
degeneration of the process, that is, when there are no particles of type 77. The

random variable n(®:%2) has the distribution {qgg‘;’;;g) , Y2 €EN; Zf;zo qggélv’sg) <1k

the expressions for qggilv’;;” follow from the definition (3.11) of the function
9(0,7:)(21, 22) and from (3.17). The explicit formulae for the final probabilities
provide proofs of limit theorems of interest in applications (see [106], [84]) for the
number of final particles as oy — oo and ag — 0.

In [61] solutions of the equation (3.12) were obtained under other assumptions
about the generating function h(si, s2) of the distribution of the number of descen-
dants of an interacting pair of particles.

3.3.2. Epidemic processes. Let £(t) = (£1(¢),&2(t)), t € [0,00), be a Markov
process with transition probabilities P((gl 1’;;2)) (t) on the set N2, and let the transition
probabilities be of the following form as ¢ — 0+ (for x> 0):

P(O£17042)(t) =1— (a12 + pa1)t +o(t), and

(a1,a2)

(a1,a2)

(3.18)
P(51752) (t) = (p%l—a1+1752—062+1a1a2 + pél—a1+1752—a2'u’a1)t + O(t)

if a; # (31 or as # B2. Let the probability distributions {pgyw2 ,p3; =0} and {p}yww

pio = 0} be given. The second Kolmogorov equation for the generating function

Fla,,a5)(t; 51, 52) in the case of the process £(t) becomes

OF,(t; )
ot

O?F,(t; s)
881 882

OF,(t; s)

=(ha(s1,52)—5152) 0s1

—|—,u(h1(51,52)—51) , Fo(0;5) = 5%

the interaction scheme is Ty — ATy + vaTo, Ty + To — 3Ty + 72 T5.

An event {£(t) = (B1, S2)} means the existence of 3y particles of type T and
(B2 particles of type T, at the time t. The following description is customary in
probabilistic models of the spreading of an epidemic ([6], [4], [24], [5], [115]). The
particles of type T} are interpreted as sick individuals and the particles of type T3 as
2

healthy individuals susceptible to the infectious disease. In a random time T(61,82)

with P{T(261762) <t} = 1 — e P1P2t there is contact of a particle of type 77 with a
particle of type T5. This pair of particles changes into a new group of ; particles
of type 17 and -9 particles of type 715 with the distribution {pglw}; the process
goes to the state corresponding to the vector (81 +v1 — 1, B2 + 72 — 1). Moreover,
in a random time 7(161762) with P{T(lﬁlﬂg) < t} = 1 — e #51t g particle of type T}
changes into a group of particles with distribution {pl,l o }; the process goes to the
state corresponding to the vector (61 + 1 — 1,082 + 72). The random variables
T(lﬁh 82) and 7(2617 g,) are independent; the process stays in the state (51, 32) during
the random time 7(5, 5, = min(rls 5.1, 7%, 5,))-

In [22] the branching process £(t) was introduced as a model of a chain reaction
generating neutrons (particles of type T1) with nuclei of heavy elements (particles

of type T5) taken into account, under the assumptions that ho(s1, s2) = ha(s1) and
hl(Sl, 82) =1.
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The states (0,72), 72 € N, are absorbing for the process £(t) (the remaining
individuals are healthy). For the final probabilities qgg‘ 17’32) = limy_ 00 P((Oa ;’20)‘2)(75),

v2 € N, we introduce (for |s| < 1) the generating functions

o1 s e Zal a2
f(ozl,ozg) Z qg0772 ) (D(Z17Z2; S) = Z a11' O[ 'f(Oq,OlQ)( ) (319)

vy2=0 a1,a2=0

As in Theorem 3.1, we can find the equation for the double generating function by
using the equation (1.18),

0 0 0?2 0 0 0
[ (’“(azl az) - W) ”(“(a?;a;) - a—ﬂ‘l’() =0
(3.20)

The equalities for the final probabilities (qgg’”)) =1 and qgg’Zf)) = 0 for ag # v2)

imply the boundary condition ®(0, z2; s) = 2%,
Integral representation for the final probabilities in the case ha(s1,82) = s1 and
hi(s1,82) = 1. For the Weiss epidemic process ([126], [114]) the equation (3.20)
becomes

20®,, 00 + (10— 22) P, — u® = 0. (3.21)

If the initial state of the process under consideration is of the form (a7, 0), then

( 170)
00 =1

for ¢y = 0,1,... and qgg‘fy’f)) = 0 for a1 =0,1,... and 7»=1,2,.... Therefore,

®(21,0;8)=€*'. Thus, we obtain a Goursat problem for the hyperbolic equa-
tion (3.21), namely, the boundary conditions are given on the characteristics z; = 0
and zz = 0 in the form ®(0, z2; s) = €*2® and ®(z1,0;s) = e*'. Partial differential
equations of hyperbolic type whose coefficients are linear functions of the indepen-
dent variables were studied in [19] and [103], § 41. In [43] the author obtained the
Riemann function for the equation (3.21) and the explicit solution

a jump to the state (a3 — 1,0) occurs; hence, the final probabilities are ¢

o0 1 —x L — X L
D(z1, 225 8) = / (1 +—(s— l)e_”/“z2>e_”+(1_e M sem )z Jo (2\/ —Zlm) dzx.
0 1%

(3.22)
The definition in (3.19) of the function ®(z1,z29;$) and the formula (3.22),
together with the power series expansions

X 7 — (—1)(z/2)%
CeSE -3 CRE,

gty

imply the integral representation

1 o0
flar,a2)(8) = — / M [(1 — e T/H 4 g/ Iy
0

O[l!

1
+ —ag(s — 1)e /M1 — e /M 4 g /M) o= qy,
W

Integrating the second summand by parts, we obtain the following assertion.
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Theorem 3.5 [43]. Let a Markov process on the state space N* be given by the
relations (3.18) and let ha(s1,s2) = s1 and hyi(s1,s2) = 1. The generating function
of the final probabilities has the form (for oy # 0)

1 o0
flar,a2)(8) = 7@[ D)1 / mo‘l_l(l — e /m 4 se_gc/“)o‘2 e *dz. (3.23)
1= - Jo

Let n(®1:22) be the number of final particles of type T5 that remain after stopping
the process. The generating function (3.23) defines the distribution of the random
variable 7(®1:%2) on the states {(0,72), 72 = 0,...,az}. It follows from (3.23) by
virtue of the formulae (1.4) and (1.5) that for the mean and variance we have

(an,a2) o\ (an,a2) ™ po\
Eplonez) — Dple.a2) 2 _
7 a2<1+u> ’ 7 a2<<2+u> <1+u> )

as ag — o0o. Applying the method of characteristic functions to the expres-
sion (3.23) in the standard way (cf. [106], Chap. 5, §5, [41]), we obtain a limit
theorem of ‘threshold’ type ([6], [114]).

Theorem 3.6. Let the assumptions of Theorem 3.5 hold and let x € [0,1]. Then

(a1,a2) )
lim P{n < m} = (;/ y“ e Y dy.

Qg —00 (65 a1 — 1)‘ —pulnz

A series of limit theorems for 7(®122) was established in [114].

In [43] a solution of (3.20) was obtained for ha(s1, s2) = p3ys1 + Py s2 + pao and
hl(Sl, 82) =1.
Deterministic approximation. The relationships between the probabilistic and deter-
ministic descriptions for diverse (Markov) epidemic processes were studied in [6],
[10], [4], and elsewhere. Corresponding to a Weiss epidemic process is a determin-
istic model in the form of the system

T1 = —px1, Ty = —T1T2

of differential equations [126], where x1(t) is the number of sick individuals and
x2(t) is the number of individuals susceptible to the infectious disease.

3.3.3. Open problems. Below we formulate problems on stationary and final
probabilities for Markov processes of class Bs with schemes that are closest to
those of processes of class By, which were studied in [106]. Formulation of the
problems for general interaction schemes is possible if the processes of class Bz can
be classified.

1. A classification of the types of particles for branching processes of class By
was given in [106] (Chap. 4, §6). A problem is to determine a similar classification
of the types of particles for branching processes of class Bs.

2. For a process with immigration of class By with the scheme 0 — kT, T —
k1T, 2T — k2T ([106], Chap. 7, [121], §9.1, [74]) the second Kolmogorov equation
is

OF;(t; s)
ot

O?F(t; s)
0s?

OF;(t; s)

= A(ha(s) — 5%) P

+ p(hi(s) — s) + p(ho(s) — 1)Fi(t; s)
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(where A > 0, 4 > 0, p > 0), with the initial condition F;(0;s) = s’. Let the
mean number of particles appearing under pairwise interaction be less than two,
that is, the criticality parameter ag satisfies ag = A(h4(1) —2) < 0. A problem is to
find explicit expressions for the stationary distribution of the Markov process under
particular assumptions about the generating functions hg(s), h1(s), and ha(s).

3. The first Kolmogorov equation for a branching process with two interaction
complexes T' — k1T and 2T — k2T is [59]

A problem is to get an integral representation for the degeneration probability ¢;o.
4. The first equation for a process of class By with the interaction scheme
T, — 'y%Tl + 'y%Tg and 275 — 'y%Tl + 'yng is

0Gp(t;z) [, 5 0 0? 0 0 ]
T = |:)\Z2 hg % — 8—2;% +,LLZ1 hl % — 8_2;1 Gﬁ(t, Z),

P
Gp(0;2) = R
A problem is to find the degeneration probabilities qgg‘ 10,)a2) and qgg‘ 11’)0‘2).

5. Let us consider the means A; (t) = E&;(¢) and As(t) = E&2(t) for the branching
process &(t) = (€1(t),&2(t)) in § 3.3.1. If h(s1, s2) = s2h1(s1), then we can readily
see for the initial state (a1, az) of the process that A;(t) = a2t and Az (t) = ag,
where a3 = A((Oh1/0s1)|s=1 — 1) is the criticality parameter. A problem is to
study the asymptotic behaviour of the means A;(¢) and As(t) as ¢ — oo for other

special assumptions about the generating function h(si, s2) and to find an integral
(Oéhoéz)
(0,72)

6. For the Bartlett—McKendrick epidemic process we have ha(s1, s2) = s7 and

hi(s1,s2) =1 ([6], [24]), and the stationary equation (3.20) becomes

representation for the final probabilities ¢ for an arbitrary function h(sy, s2).

ZQ(leZQ - ZQ(lezl + M(pzl - 'U,(I) - 0

with the boundary conditions ®(0, z2;s) = €*2® and ®(z1,0;s) = e**. A problem
is to find the Riemann function and an integral representation for the generating
function ®(z1, 22;s). The cumbersome expression obtained in [28], [111] for the
oy

Another problem is to solve the equation (3.20) for ha(s1,s2) = P3¢s3 + Pes3 +
pos1 + piise + p3y and hi(si,s2) = pis? + p} with the boundary conditions
D(0, z2;8) = €*2° and P(z1,0;8) = e*%, where ¢ is the root nearest to zero of
the equation pis? + p§ — s1 = 0.

7. For the predator-prey Markov process in § 2.3 a problem is to find an integral

representation for the degeneration probability qgg‘ 10)0‘ 2) by considering the station-

final probabilities ¢ is of little use for the asymptotic investigation.

ary first Kolmogorov equation.
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CHAPTER IV

THIRD KOLMOGOROV EQUATION

The transition probabilities of Markov processes with countable state space
satisfy the first and second systems of differential equations (1.2) and (1.3), which
are linear. The Markov branching process introduced in [71] was described as a
process of evolution of particles; under the assumption that the individual evolving
particles are independent of one another, a non-linear first-order differential equa-
tion was obtained in [71] for the generating functions of the transition probabilities
of such a process. The authors of the paper stressed that “... the remark shows
that our ‘branching stochastic processes’ are in fact only a special case of Markov
processes with countable state space. However, we shall obtain an analytic appa-
ratus for this special case which is much more efficient than the apparatus that can
be developed for the general case of Markov processes with countable state space”
(italics due to the authors of [71]). Thus, the paper [71] poses the following ques-
tions. Are there other special cases of Markov processes with countable state space
whose transition probabilities satisfy a non-linear equation? If there are examples of
Markov processes of this kind, then how can one distinguish possible special classes
of Markov processes whose transition probabilities satisfy non-linear equations of
diverse types in the set of all Markov processes?

Methods of investigation of branching stochastic processes have been intensively
developed [106]. Some statements of the theory of Markov branching processes are
briefly presented in §4.1, where one of the possible ways of deriving a non-linear
equation for the generating function of the transition probabilities of the process is
given. The non-linear equation is a consequence of the branching property.

In §4.2 we derive a third (non-linear) equation for the processes of class B
with pair interactions of the form 27 — kT, k = 0,1, and 27T — 3T'; the exact
solutions of the first and second Kolmogorov equations are known for such processes
of quadratic type. A generalized branching property of the transition probabilities
is discovered by constructing closed solutions of partial differential equations of
parabolic type; we use separation of variables and summation formulae from the
theory of special functions. The non-linear differential equations thus obtained
are first-order partial differential equations. The ways described for constructing
solutions of the linear Kolmogorov equations can be applied to one-dimensional and
multidimensional birth-and-death Markov processes of the types indicated in § 2.1.

§4.1. Non-linear equation of the theory of branching processes

On the state space N = {0,1,2,...} we consider a time-homogeneous Markov
process & for ¢ € [0,00) with transition probabilities P;;(t), and we define the
infinitesimal characteristics a;; = (dP;;(t)/dt)|¢t=0+, ¢, 7 € N, by the equalities (for
A>0)

aijzi)\pj_iﬂ, j}i—l, ]752, aiiz—i)\, aijzo, j<i—1,
for a given probability distribution {px, & € N; p; = 0}. With the help of the
generating functions

Fi(t;s) = ZPij(t)sj, ieN, h(s) = Zpksk, (4.1)
j k=0

Jj=0
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where |s| < 1, the second system of equations can be represented as

OF,(t;s) OF;(t; s) (0:5) — s
o =AM — )5, Fi(05s) = (4.2)

The double generating function of the transition probabilities

o Zi o Zi ) o )
i=0 i,j=0 j=0

satisfies the Kolmogorov equations (1.18) and (1.19):

oF _ 0 0
oF o0F s
i A(h(s) — s)% , F(0;2;5) = €*°. (4.5)

Solving the first-order linear partial differential equation (4.2) by standard meth-
ods [63], we obtain the branching property of the stochastic process under consid-
eration:

Fi(t; s) = Fi(t;s), 1 €N, (4.6)
that is, the transition probabilities satisfy the condition (see [106], Chap. 1, § 1, (5))

Pij(t) = S Py ()P, (1) Pu(0). (4.7)

Jitje++ji=j

Indeed, let the function Fi(¢; s) be a solution of the equation (4.2) with the initial
condition s; then by substitution in (4.2) we can readily see that the function
Fi(t; s) satisfies (4.2) with the initial condition s’. The branching property (4.6),
together with the uniqueness condition a = A(h’(1) —1) < oo for a solution of (4.2),
was studied in [33], (Chap. 5, §4).

It follows from (4.6) that the double generating function satisfies the equality

o i
F(t; z; 9) Zz—'F = e#F(s), (4.8)
1!
=0

Substituting the expression (4.8) in the first equation of (4.4), we obtain the fol-
lowing ordinary differential equation for the generating function Fy(t; s) (see [106],
Chap. 1, §4, Theorem 5 and [33], Chap. 5, §9, (9.1)):

OF; (t; s)

e A(h(F1(t;5)) — Fi(t; s)), F1(0;8) = s. (4.9)

Thus, for Markov process & of class B; we have three equations: the first and
second Kolmogorov equations and the non-linear equation (4.9).

Corresponding to the process &; is the transmutation scheme T" — kT; a state j
of the process is interpreted as the existence of j particles of type T. A particle can
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have descendants, that is, an aggregate of k particles of type T with the probability
distribution {py}; each of ¢ initial particles has randomly many descendants {fl)

(I=1,...,1) at a time ¢, and the following relation holds ([106], Chap. 1, §2):

&=+ el (4.10)

The branching property of the transition probabilities (4.7) means that the random
variables {gl), l =1,...,1, are independent and identically distributed. The gen-
eral theory of branching processes includes the construction of both the space of
elementary events that consists of a description of the evolution of the individual
particles that existed during the time interval [0, ¢], which is a set of trees, and the
corresponding probability measure on the trees ([106], Chap. 12). In Fig. 5 (§5.3)
we show an example of a realization of a branching process on this state space.
The relationship of the characteristics of branching processes with those of random
trees and forests was studied in [67] (see also the survey in [68], §1.9).
It follows from the first and second equations (4.4) and (4.5) that

19— 9 —+(1(2) - 2)o—o.

Substituting the expression (4.8) into the last equation, we obtain the following
equation for the generating function Fi(¢; s):

(h(s) = $) 55 — (h(Fy) — F1) = 0. (4.11)

Let us note special cases of the branching property (4.6). It follows from the
explicit solutions of the Kolmogorov equations (see 2.1.1) that for a simple death

process of linear type for which h(s) =1 (a;;—1 = A, a;; = —i)) we have

Fit;s)=(1—e M +se ), §cN. (4.12)
For a pure birth process of linear type with h(s) = s? (a;; = —i), a; ;41 = i\) we
have .

F se X " en 413

i(tys)—(m>y i €N (4.13)

For a birth-and-death process of linear type with h(s) = po + p2s® (a;i—1 = i\po,
a; = —iA, and a;;,41 = 9Ap2) the expression for Fji(t;s) is given by the for-
mula (2.11).

§4.2. Branching process with pair interactions

Let us consider a Markov process &; of class By on the state space N for ¢ € [0, 00).
We define the infinitesimal characteristics of the process as follows (for A > 0):

aij =i(i — D)Apj_iv2, j=1—2, j#i, aui=—i(i—1\ a;=0, j<i-2,
(4.14)
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where {pr, k¥ € N; po = 0} is some probability distribution. The generating
function (4.1) of the transition probabilities P;;(t) of the process ¢ satisfies the
second-order partial differential equation of parabolic type

OF;(t; s)
ot

— A(h(s) — 52)8278(555) O F(0s) = 5. (4.15)

The double generating function (4.3) satisfies the Kolmogorov equations

oF |, 0 02 oF 5 0?F s
E_AZ <h<§> _@)?’ E—)\(h(s)—s )852 , F(0; z; 5) = €*°.

Hence,
0?F 0 0?
) 2 _ _
(h(s) —s )852 z <h<8z> 8z2>§ 0. (4.16)

The investigation of the equation (4.15) was begun in [104]. The Cauchy prob-
lem (4.15) admits a solution having a probabilistic meaning, as follows from the
existence of a solution of the second system of differential equations for the transi-
tion probabilities ([26], [30]). In [104] it was shown that if the criticality parameter
a satisfies the condition a = A(h/(1) —2) < 0, then the solution of problem (4.15) is
unique, and the following regularity condition for the branching process is satisfied
([106], Chap. 1, §5): limgq F;(t;s) = 1.

In [3] the asymptotic behaviour as ¢ — oo of the probability Q;(t) = P{& > 0 |
& =i} =1 — F;(¢;0) of continuation was studied for a critical branching process
(a = 0). It was shown that Qo (t) = o(e™%) for some ¢ > 0; methods of operational
calculus were applied in [3] to (4.15). In [54], [55] an explicit solution of (4.15) was
found for h(s) = s*/2 +1/2, and the exact asymptotics for Q;(t) was given in this
case.

Below we present results for which a preliminary exposition was given in [47], [50].
The branching property (4.6) plays the main role in the derivation of the non-
linear equation of the theory of branching processes. The property (4.6) fails to
hold for the transition probabilities of a branching process & with the scheme
2T — kT; however, an analogue of (4.6) was discovered and a generalization of the
equation (4.11) can be given.

Deterministic approximation. Branching processes with the schemes 27T — 0
(h(s) =1) and 2T — T (h(s) = s) for large initial numbers of particles were studied
in [88], [89] in comparison with the law of active mass. If z(t) is the amount of the
reagent at time t for a bimolecular reaction with the scheme 27" — kT, k = 0,1 (in
the probabilistic model h(s) = pg + p15), then in formal kinetics the law assumed
is [23]

& = ax?,

where a is the reaction rate constant (a = A(R/(1) — 2) < 0).

4.2.1. Solution of the first and second equations for a death process of
quadratic type. The construction of a closed solution of the linear equation
OF;(t; s)
ot

0?F;(t; s)

s Fi(0;5) = s, (4.17)

= Apo + p1s — 52)
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for a death process of quadratic type such that h(s) = po+p1s (a;i—2 = i(i—1)Apo,
a; i—1 = (i —1)Ap1, a;i = —i(¢ —1)A) leads to an integral representation for F;(¢; s)
generalizing the formula (4.12) for a death process of linear type.

Below, for a function H(v;s) of two variables we use the notation [H (v; s)], =
OH (v; s)/0v. We denote the imaginary unit by w, w? = —1.

Theorem 4.1. Let a Markov process on the state space N be given by the infini-
tesimal characteristics (4.14), and let h(s) = po + p1s. The generating function of
the transition probabilities is

/4

o] 9 1 1
Fi(t:s) =1+ e/ [

227t J — oo cos 20 VY — €OS 2v
X( 1 % (%pl(n—l)—%(lero) 1—277y+772+8>’
0+

n

2w

/
dn )dy] dv, i€N. (4.18)

x—
V1 =2ny+n?

Proof. Let us consider the partial differential equations (for |s| < 1)

o0F 9 0F 0%F

9F _ oF 0¥ 41
5 Az (pofF + 1 B 9.2 ); ( 9)
o0F 0 O?F s

i Apo + p1s—s )@ , F(0;z;8) = €. (4.20)

(a) Method of separation of variables. We seek a solution in the form of Fourier
series

F(t;z;8) = i ApCr(2)Ch(s)e b, (4.21)
n=0

Substituting (4.21) into the equations (4.19) and (4.20), we obtain equations for
the functions C),(z) and C,,(s):

222 (poCh(2) 4+ p1C.(2) — C”(2)) 4+ AChn(z) =0, (4.22)
Apo + p1s — s2)CY(s) + MCr(s) =0, n=0,1,.... (4.23)

The differential equations (4.17) and (4.23) were studied in [88] for pp = 0 and
for po = 1. Following the lines of [88], one can show by using the assumptions
about the Markov process under consideration that the equation (4.23) satisfies the
boundary condition of the form “Cj(s) is a polynomial.” In this case, there is a
sequence of ‘eigenvalues’ A\, = n(n—1)\, n =0, 1,... ([64], Part. II, Chap. 3, §9.7),
and corresponding to every A, is an ‘eigenfunction’

_ 25 —p1
Cn(s)=C 1/2(—>,
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where 051/2(5) are the Gegenbauer polynomials ([73], cf. (52.4) for o = —1/2):

/2 qye(— _ (= n—k—

Cil(s) = 3 (=1)*(=1/2)( l/z'ﬂ(tnl)_ 2k§' 1/2+n—k—1) (25)"-2% . (4.24)
o ! !

Accordingly, (4.22) becomes
22(poCh(2) + p1C.(2) — C(2)) + n(n — 1)Cr(z) =0 (4.25)

and can be reduced to the Bessel equation ([73], cf. (44.1) for « = —1/2, f =1,
v? = —1, and v = n — 1/2). It follows from the conditions on the Markov process
that a solution of interest is analytic in the entire complex plane; following [73], we

obtain
Cn(z) = =v/7(1 4+ po)z eplZ/QIn_l/Q((l +po)z/2),

where I,,_1/2(2) are the modified Bessel functions. Thus, the desired series (4.21)
is of the form

F(t;z;8) = —v/7(1+po)z
o0
L+po)z\ 25—p1\ _nin—
A plz/QI_ ( C 1/2 n(n 1))\t'
o () ()

The values of A,, can be determined by comparing the initial conditions F(0; z; s)
= e** with the Sonin expansion for the exponential function (see [73], (53.2) and
[100], the sum (5.13.3.3)),

o 1
e* = —\/ 21z Z (n — §>In_1/2(Z)C;1/2(S).
n=0

Hence, A, = n — 1/2, and we obtain the expression

F(t; z;8) = —/m(1 +po)z
x> (” - %> RSV ( . +2p0)z ) Ct (218 e ) S
n=0 +Po (4.26)

The convergence of the series (4.26) for any z and s and any t € [0, 0o) follows from
the convergence of the Sonin expansion.

(b) Integral representation. Let us use the following formulae ([99], the integral
(2.5.36.1), [100], the integral (2.17.1.7)):

n(n—1)At M/ v2/(At)
e M\ = —— e cos(2n — Lvdv, n=0,1,...,
\/7T)\t —00 ( )
2n—1 (1 P, 1(y)d
sin(2n — 1) = =~ n1(y) dy =1,2

- T n=1.14...,
2\/§ cos2v VY — COS 2v
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where the P,(y) are the Legendre polynomials. Differentiating the last expression,
we obtain the following integral representation for the exponential function:

e~ n(n=1)At _ —e)\t/‘l ) et/ [ e ]/dv, n=12....
2427t cos 20 VY — €OS 2v
(4.27)
Let us consider another solution of (4.25),
Dn(2) = /[ +po)z/m e 12K, 1 9((1 4 po)2/2),
where K,,_;/5(2) is the Macdonald function ([8], Chap. 7, §2), that is,
2z (n—1+ k)
K . 4.2
n-1/2(2 Zk' (n—1—k)I(22)* (4.28)
We can verify the integral relation
2 1 esé— p1£
Cp(s) = — Dn(6)de, n=23,..., (4.29)

1+ po 27w Jou {2

where the integration contour goes around the point 0 in the complex plane in the
positive direction, by straightforward calculations using the explicit expressions
(4.24) and (4.28).

Let us substitute the integral (4.27) in the series (4.26) and replace Cy(s) by the
integral (4.29). One can readily justify changing the order of summation, integra-
tion, and differentiation, and hence

1 +po)z . (I+po)z 25 —py
F(t: 2 g) = eP1#/2 h( Vil P12/2 i h
(t;2z;8) =€ cos 5 + e sin 5 T
eAt/4 ) —v2/()\t) 1 e56tp12/2—p1€/2
2\/ 27‘(’)\ |:/cos 20VY — COS 2v (27Tw % 52
2« ( 1) (1 +po)z
X Z n— o |VT(1+po)zln-1/2 (7)
L4 po = 2 2
1+ 1+ '
L+ polt Kn_1/2<%)zﬂn_l<y) ds) dy] . (430)
v

Up to the first summand, the series in (4.30) coincides with the Gegenbauer addi-
tion formula for cylindrical functions ([73], the last formula in § 53, [100], the sum
(5.10.3.5)), namely, if |2| < |£| and |y| < 1, then

- 3 co VTG
)3 (n - §)¢_2m In_m(z)\/; Ka o) = S (431

Substituting the sum (4.31) into (4.30) and carrying out some manipulations related
to the first summand of the series, we arrive at the integral representation
/4

2427t /Cos 20 VY — COS VY — cos v

/
X (L% e5€1P12/2=p1€/2—(1+4po)y/ 2> +€2—22€y /2 zd§ )dy] dv.
21w Joou §v/2% + &% — 228y v

F(t;z;8) =€e* + e/ () [
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Let us make the change of variable £ = z/n in the third integral; we thus obtain
the following expression for the double generating function:

At /4
F(t;z;8) =€ + ¢

“ewwwﬁ o1
2V2mt J -0 cos2v VY — COS 2v
!/
x (L% o2 (s+p1(n=1)/2—(14p0)\/n? +1—2ny/2) dn )dy] dv.
21w Jou Vn?+1-2ny v

The formula (4.18) follows from the definition (4.3) and the expansion e** =
Yeo(2%/i) z* by equating the coefficients of like powers of z. This proves Theo-
rem 4.1.

4.2.2. Third equation for a death process of quadratic type. The integral
with respect to 7 in (4.18) can be evaluated by using the generating function of the
Legendre polynomials

1 %‘ 1 dn
P, = — ,
n(y) QW 0+ 1— 277y 4 772 nn-’rl

n=0,1,.... (4.32)

The Legendre polynomials have the following integral representation as well ([34],
Chap. 5, §24, (109)):

Pn(y):i/QTr d/l/) , n:O,l,.---
2r Jo  (y+wy/1—y? cosep)ntl

We make the change of variable x = w(1 + 7/2) in the last integral. This gives

1 dzx
Puly) = — . n=0,1,..., 4.33
)= 5 |, T (4.33)

where T' = {z = wu, 7/2 < u < 57/2} is a segment in the complex plane ori-
ented in increasing order of u. The representation (4.32) for P, (y) is related to the

integral (4.33) by the change of variablen = (1/1 — y2e*+2y—+/1 — y2e~*)/2 (inte-
gral representations for the Legendre polynomials and the corresponding changes
of variables are considered in [34], Chap. 1, §8.19).

In the integral (4.18) we make the above change of variable . The generalized
branching property for a death process of quadratic type is

/4

T Varn
1 1 1 . ,
Treois \ 2mw | P @Y 434

* |: cos 2v m(Qﬂ'w/T(p (m7y75)d$> dy]vdv, ( )

where the function ¢ is linear in the variable s,

(p(my.s):—%(povl—y26”+p1(1—y)+ 1—y2e ™) +s
N LVi-er oy — JT-ge)

=t/

Fi(t; s)
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Substituting the double generating function
/4

F(t;258) = h e/
( ) 2V2mAt J -0

1 1 1 ,
— | — zp(x,y;8) d d d
. |: cost\/m<2ﬂ'w/Te .23) y:|v v

in the equation (4.16), we obtain a non-linear first-order partial differential equation
for the generating function ¢(z,y; s):

(1(s) =) 52) = (hie) =) = 1+ 2052 (4.35)

where h(s) = po + p1s.
4.2.3. Third equation for a birth process of quadratic type. For a birth

process in which h(s) = s3 (a;; = —i(i — 1)\, aii+1 = i(i — 1)), the construction
of the exact closed solution of the equation
OF;(t; s 0%F(t; s ,
WD)\ - TS g = s,

leads to an integral representation for F;(¢; s) generalizing the above formula (4.13)
for a birth process of linear type.

Theorem 4.2. Let a Markov process on the state space N be given by the infin-
itesimal characteristics (4.14), and let h(s) = s3. The generating function of the

transition probabilities has the form (with Fy(t;s) = 1)

/4

BN
! 1 1 - '
— (= [ sy 4.
X [ Vo (27rw /Ts<p (x,y;8) dx) dy]vdv, (4.36)

i=1,2,..., where T = {z = wu, 7/2 < u < 57/2} is a segment on the complex
plane oriented in increasing order of u and the function ¢ is linear-fractional with
respect to the variable s,

e—v2/()\t)

Fi(t; s)

( ) st(V1—y2e" +2y—/1—y2e )
P, Y 8) = .
1 —s%(—\/l —y2e* +1—y)
Proof. In the quadratic case the expressions (2.9) for the transition probabilities of

a Markov pure birth process become Py;(t) = 5;-), Pi(t) = 5]1, P;;(t) =0 for i > j,
and

j » .
-1)"'2n—-1)(n+i—2)! _,,_ .
XZE )" )( _)'e (=DM 9 << (4.37)
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The definition (4.1) of the generating function F;(¢;s) and the formula (4.36)
imply the integral representation (for 2 <14 < j)

e)\t/4 oo

1 ,
P = g [l [ L (177
2V 2Tt —o00 cos2v VY — COS 20 \ 21w T \J —?
1 i—1
X (5(\/ 1—y2e® 42y —+/1— y%‘”))

/

x (%(—ﬂeﬂc +1-— y)>H dm) dy] dv.

v

The proof of the theorem amounts to computing the triple integral, which leads
to the expressions (4.37). The integral with respect to z is immediate and gives a
linear combination of Legendre polynomials P, (y); next we use the integral (4.27).
For j = 4,9+ 1,7+ 2 some easy manipulations lead to the following expressions for
the transition probabilities:

Py(t) = e~ii=DAt  p (D) = 1—1 (e_i(i—l))\t _ e—(i—i—l)i)\t),
. e M ; —i(i—l))\t . —(i-'rl)i)\t . —(i+2)(i+l))\t
Piiia(t) = A2+ 1) ((z + 1e (2i + 1)e +ie )

We then use induction on j. This completes the proof of Theorem 4.2.

An equation for the generating function ¢(z,y;s) follows from the generalized
branching property (4.36). We substitute the double generating function

e)\t/4 oo e—v2/()\t)

2\/ 2T\t —0o0

F(t;z;8) =14

! 1 1 s /
| T % (prp(myis) 1) d d d
- |: cos 2v m(%rw/]w(p(m,y;s)(e ) .13) Y ., v

in the equation (4.16) and obtain the third equation

(h(s) - ) 52) - (hte) — 1) = 52 (4.39

where h(s) = s®. For the partial differential equations (4.35) and (4.38) we can find
the complete integrals by standard methods [63].

§4.3. The branching property and the
Green function for parabolic equations

In §4.2 we obtained the non-linear equations (4.35) (for a death process) and
(4.38) (for a birth process), and they differ by a factor on the right-hand side. This
difference is eliminated by studying the unifying case, that is, a birth-and-death
Markov process of quadratic type for which h(s) = po + p1s + p3s>. To derive the
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third equation, it is necessary to reveal the generalized branching property, that is,
to find the exact solution of the parabolic differential equation

OF;(t; s
% = Xpo + p15 + p3s® — 52)

0?F;(t; s)
9s2

in a form similar to the branching property (2.11) (the desired integral representa-
tion of the solution contains a linear-fractional function of the variable s).

In a cycle of papers in 1982-1995 (see [80]-[82] and other papers), Letessier
and Valent obtained solutions (in the form of series in special functions) of the sec-
ond Kolmogorov equation for certain birth-and-death processes of quadratic, cubic,
and biquadratic types by using the method of separation of variables. Applying
the methods of [120], one can show that a solution of (4.39) having probabilistic
meaning (that is, analytic in the circle |s| < 1) can be represented by a Fourier
series

F;(0;5) = s*, (4.39)

Fi(t;s) = ZAnCn(s)e_)‘"t, ls] <1, (4.40)
n=0

where the eigenvalues are A,, = n(n—1)AK and the constant K > 0 can be expressed
in terms of the elliptic integral

ds
\/po +p15 + p3sd — 52 '

The equation
(po + P15 + p3s® — s2)C(s) + ApCh(s) =0 (4.41)

for the eigenfunction C,,(s) belongs to the class of Heun equations (a second-order
Fuchsian equation with four singular points ([9], Chap. 15, §3).

The equation (4.23) (for the function C,(s)) studied in 4.2.1 belongs to the class
of hypergeometric equations (a second-order Fuchsian equation with three singular
points ([7], Chap. 2, §6). The construction in 4.2.1 of a closed solution of the
form (4.18) for the parabolic equation (4.17) is contingent on the consideration of
functions studied in detail in the theory of special functions, namely, the integral
relation between hypergeometric functions ([101], Chap. 7) and the Gegenbauer
addition theorem were applied.

In the case of (4.41), for special functions of the Heun class there are no known
integral relations generalizing those for hypergeometric functions; no addition the-
orems have been obtained for Heun functions (see the survey in [112]). It is unclear
how to sum the series (4.40) and how to construct a closed solution of the equa-
tion (4.39). The desired integral representation for F;(t;s) contains elliptic func-
tions.

The Green function. Let us discuss the integral representations of solutions found
in Theorems 4.1 and 4.2 from the point of view of the general theory of partial
differential equations. Suppose that by using the method of Green functions for
equations of parabolic type ([2], Chap. 6, §3.2) we have constructed a solution of
the problem (4.39),

Riss) = [ T Gt e s ¢l de, (4.42)

—0o0
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where

G(t;¢,8) = Z:O 7Cn|(§c)’f|'r;(8) e Ant (4.43)

is the Green function; the norm ||C)|| is taken in the corresponding function space
([2], [120]).

In the proofs of Theorems 4.1 and 4.2 we solved the problem of summing the
series (4.43), and a non-closed representation of the Green function was reduced to
a closed integral expression. After substituting the integral thus obtained in (4.42)
and making the change of variable £ = ¢(Z; s), the formula (4.42) becomes

Fi(t;s) = / . -/fé(t; %)¢'(%; 5) di. (4.44)

Here a change of variable is possible for which the function ¢ in the represen-
tation (4.44) is linear or linear-fractional with respect to the variable s, and the
multiple integral is an expectation (a probabilistic interpretation of the formula
(4.44) is given in §§ 5.3, 5.4). Thus, the closed solutions found in Theorems 4.1
and 4.2 are special cases of the formula (4.42). We also note that closed expres-
sions for the Green functions are known for parabolic equations with constant
coefficients [2].

4.3.1. Open problems. Below we present Kolmogorov linear equations for some
cases in which the methods of Chapter 4 can be used to prove an integral represen-
tation of the solution and to derive a non-linear equation similar to the equations
(4.35) and (4.38). The problems are as follows.

1. Obtain the third equation for a Markov death process on the state space N
for which the first and second equations for the double generating functions have
the form [62] (with A > 0 and p > 0)

oF 0F 7

= (mrem G- 5 ) vus(7- 51,

oF 825’" oF s
EZ)\@O‘FMS )82“‘#(1 )8_ F(0;2;8) = e

2. Obtain the third equation for a process with immigration of particles of
class By for which the Kolmogorov equations are

oF 025 02F

o=V <§_ﬁ>+”<ﬁ_g>’

oF N L
5_)\(1 )aQ—I—u( —1)F, F(0;z;8)=e

Consider the interaction schemes 277 — ki7; for k1 = 0,1 and 0 — ko1 for
ko=1,2.
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3. Obtain the third equation for a process with particles of final type such that
the equation for the double generating function is of the form [60] (for A > 0)

0F 0 0 0 0? 0 0?
— =22 ho| =— —h| =— —h| — | - =T,
o~ ( 0<8z2> T oa 1<az2> t 5z 2<az2> aﬁ)
0F 02T
¢ = Mho(s2) + s1ha(s2) + stha(sz2) — 83)8—5% :
Consider a more general scheme 277 — v 11 + 1%, 11 =0, 1,2, 3.
4. Obtain the third equation for a process in 2.2.2 with interaction of particles
of different types, T1 + 15 — T3; the corresponding linear equations are

8—§—)\ 8—§——82§ 8—§—)\(s — 8182) 05
ot~ 0z 0m0m ) w9510,
5. The first and the second equations for the double generating function of

transition probabilities for a simple death process of polynomial type are as follows
(for k=3,4,...):
0F L [(OFT1F OFF 0F o1 g OFF
- = T A - = =8 =, F(0;2z;s) = €.
ot = (azk—l D2F ) gr ~ N T g, Tz =e

Find the third equation. Obtain the third equation for an arbitrary simple death
process of class Bs.
Obtain the third equation for a pure birth process of class Bs.

F(0; z; 5) = €*°.

F(0; z; 5) = €*°.

CHAPTER V

THE IDENTITY PRINCIPLE FOR PARTICLES
AND INDEPENDENCE CONDITIONS

The definition and the equations of Markov processes with interaction are con-
nected with the conditions of non-equilibrium statistical physics. In §5.1 it is shown
that the first Kolmogorov system of differential equations for a process in M; is a
chain of equations for a-particle distribution functions { P,z(t), 8 € N"}. In §5.2 we
discuss the applicability of the identity principle for particles and the de Finetti—
Khinchin symmetry theorem to the derivation of the kinetic equation for the one-
particle distribution function, and we analyze the conditions under which the
mathematical description of non-equilibrium states of physical systems of interacting
particles can be reduced to the consideration of the kinetic equation. In § 5.3 we take
a model of a bimolecular reaction in the form of a Markov process for a stochastic
system of interacting particles. The state space of particle trajectories correspond-
ing to a stochastic process with interaction is considered, and the kinetic equation is
obtained by transforming the state space of particle trajectories to a set of forests.

§5.1. The Bogolyubov chain of equations
for a Markov system of interacting particles

In the study of systems of interacting particles in non-equilibrium statistical
physics, one uses i-particle distribution functions Fj(¢;x1,...,x;) that describe
the arrangement of ¢ particles of the same type in the state space (—oo0,0) at
a time t € [0,00). Under general assumptions, a chain of equations was obtained
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in [13] for such distribution functions,

OF; ~ .
8_;:(I)i(mly---axiQFi)+(I)i+1($1;---737i+1§Fi+1)7 i=1,2,..., (5.1)
where ®;(z1,...,x;; F;) and (f)i+1(m1, ..., Tiy1; Fip1) are certain interrelated func-

tionals. In [13] it is indicated that the one-particle distribution function is of
primary interest. It is assumed that this function Fj(t,z1) satisfies a kinetic

equation of the form
OF

— = A(x; F 5.2
ot (.111, 1)7 ( )
where A(x1; F1) is some functional. For a known function F}(t;x1) one can find
expressions for the i-particle distribution functions F;(¢; 21, ...,x;) with the help

of the chain of equations (5.1).

A vast literature is devoted to systems of equations of the form (5.1) and to

kinetic equations of the form (5.2) (see [96], [86], [87], and elsewhere). Other
approaches are also used in the study of systems of interacting particles, for instance,
equations for two-particle distribution functions are used [91]. The Markov prop-
erty is often introduced when describing systems with interaction with the help of
distribution functions.
Markov processes with interaction. Let a process with interaction on the state
space N™ be given by !, {p}Y}, {pL}, ... €, {pﬂy}, {4}, }. The transition probabilities
{P.p(t), B € N*} determine the a-particle distribution function. The multivariate
generating function F,(¢;s) of the transition probabilities is a convolution of the
a-particle distribution function. Let the conditions of § 1.1.1 hold.

Proposition 5.1. The first system of Kolmogorov differential equations for the
transition probabilities of a Markov process in My can be represented in the form
of the following chain of equations:

l

OF,(t;8) i i n
— = nga (—Fa(t; s)+ vaFa_Ei_M(t; s)), a e N"™ (5.3)

i=1 Y

Proof. Let us use the definition of generating function in (1.10), the system of
equations (1.2), and the definition (1.8) of the infinitesimal characteristics of a
Markov processes with interaction'

Ta S R (Tt

B

_Z<Z Z ‘/’apv ateiPyp(t Z‘Pa w3 ( )

i=1 y—a+ei>0

ZZZ@L( Z pv a+elzp~yﬁ ZPaﬁ )

y—a+et>0

—Z%(Zm e t38) = Falt9))

This proves Proposition 5.1.
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If the chain of equations (5.3) holds for a Markov process, then one can pose
the problem of deriving an equation of the form (5.2) for this Markov process. For
processes of class By C M; the system of non-linear equations (1.22) for one-particle
generating functions is of the form (5.2).

§5.2. The de Finetti—-Khinchin symmetry
theorem and the kinetic equation

Definition 5.2. Random variables {1, s, . . ., &; are said to be symmetrically depen-
dent (permutable) if all 4! permutations of the sequence (&1, o, . . ., &) have identical
joint distributions, that is,

P{§1 gml? 52 <m27 ceey Si gml}: P{{]l gmh 5_]2 <m27 ) {]1 gmz}
: . 1, 2, ..., 1
for all ¢! permutations | .7 . ] and for any z1,zo,. .., x;.
J15 J25 -5 Ji
We say that variables &1, &2, ..., &;, . .. form an infinite sequence of symmetrically
dependent random variables if &1, &, .. .,&; are symmetrically dependent random

variables for all i = 2,3, . ...

Theorem 5.3 (B. de Finetti and A. Ya. Khinchin ([66], [117], [83])). Let (22, A, P)
be a probability space, and let & (w), &2 (w), ..., &(w),. .. be an infinite sequence of
symmetrically dependent random variables. Let

F(ml,mg,. . .,.231') = P{§1 g 331,52 g I, .. -751' g mi}.
Then there is a random variable 0(w) such that if
Plei<z|0=y}=o(zl|y), P{<z}=H(),
then
(o]
F(zy,@2,. .., ;) =/ pler | y)p(z |y) (e |y)dH(y), i=1,2,....
—00
(5.4)
The integral (5.4) can be represented as the expectation [117]
P{& <1, & <o, .., & <z} =E(P{& <21 |0}P{& < 22|06} P{& < 2] 6}).
Thus, the permutability property for an infinite sequence of symmetrically depen-

dent random variables is equivalent to the property of conditional independence and
conditional identical distribution. The proof of Theorem 5.3 gives no way to con-

struct the relation (5.4). In general, the joint distribution function F'(x1, za,. .., x;)
of a finite sequence of random variables &7, &s, ..., & cannot be represented in the
form (5.4).

The i-particle distribution functions F;(¢;x1, 2, ..., x;) considered in §5.1 are

symmetric functions of the variables x1,zo,...,2; ([13], Chap. 2, §6) because
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microparticles of the same type are indistinguishable [36]. As applied to the i-
particle functions, the integral representation (5.4) becomes

[e)

Fi(t§$17$27---737i):/ o | y)e(xe | y) -z | y)dH(ty), i=1,2,...,

—00
(5.5)
and the problem of deriving the kinetic equation reduces to the search for an aver-
aging measure H(t;y) and to the derivation of an equation for the one-particle
conditional distribution function ¢(x | y) [49].

Independence conditions. The symmetry theorem can be applied to systems of
interacting particles only if the definition of these systems is rigorous from the view-
point of the theory of stochastic processes, that is, the probability space (9,A,P)
must be defined. In physical kinetics there are some equations that are used but not
rigorously defined [79]. The equation of a diffusion process [69] and the equation
of a branching process ([71], [106]) were the first kinetic equations studied in the
theory of Markov processes. Both diffusion and branching processes correspond to
a degeneration of the formula (5.5) for which the averaging measure is concentrated
at a single point,

Fi(t;lil,mg, . .,xi) = Fl(t;lil)Fl(t; 112) < -Fl(t; Jti), ¢ = 1,2, ceey

that is, the evolutions of individual particles in these processes are independent
of one another. For a Markov branching process the system of differential equa-
tions (1.22) was obtained for one-particle generating functions in [71] on the basis
of the assumption (1.21) that the evolutions of particles are independent.

In the mathematical description of physical processes one makes definite assump-
tions on the character of interaction (dependence) between the particles. In the
probabilistic description of such processes, the main assumptions have to do with
the mutual independence of various events. “In a sense, the notion of independence
(...) occupies the central place in probability theory. (...) Accordingly, one of the
main problems of the philosophy of science (. ..) is the clarification and refinement of
premises under which given actual phenomena can be treated as independent” [70].
The following independence conditions are used in statistical physics when describ-
ing systems of interacting particles: the Markov property, the condition that the
correlation between the positions of microparticles weakens as the distance between
them increases, that is,

Fi(t;ml,mg, .. .,xi) — Fl(t;ml)Fl(t; .122) s 'Fl(t; mi) —0

as all distances tend to infinity, |z —2;| — oo ([13], Chap. 1, §1), and the indepen-
dent process of collision acts of microparticles in a rarefied gas. The last condition
is used in the Boltzmann kinetic equation ([79], [102]).

The set M7 of Markov processes with interaction (defined in §1.3) can be dis-
tinguished in the set M of all Markov processes by the following independence
condition: the result of interaction of a complex S.i, €' € A, of particles is inde-
pendent of the presence of the other particles. As applied to processes with discrete
states, this condition was introduced in [79] for bimolecular processes with |e?| = 2
for €' € A, and in [104] for branching processes with interaction.
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We assume that for Markov processes with interaction the a-particle distribution
functions {P,s(t), 8 € N"} have symmetry properties, because in the definition of
these processes we introduced the identity condition for all particles of the same

type.

§5.3. Transformation of the state space of particle
trajectories for a system with interaction to a set of trees

Let us consider a process with interaction of class Bs with the scheme 2T —
kT, namely, a homogeneous Markov process &, t € [0,00), on the state space N
determined by € = 2, {pi, kK € N; po = 0}, {p; = i(i — 1)\, i € N, A > 0}. The
first system of Kolmogorov differential equations can be represented in the form of
a chain of equations

OF;(t; s)

k=0

the generating function Fj(¢; s) is a convolution of the distribution {P;;(t), j € N}.

We interpret a state i of the process & as the presence of i particles of type T
in some physical system. In a random time 7; with P{r; <t} =1— e =Dt o
interaction of some pair among i particles of the system occurs. This complex of
two particles is transformed into an aggregate of k particles (descendants) of type T'
with the probability distribution {pg}, corresponding to the passage of the Markov
process &; from the state ¢ to the state i — 2+ k; the further evolution is similar. To
describe this system of interacting particles mathematically, we can construct the
space of elementary events that consists of a description of the evolution of each
individual particle that ever existed in the system (the space of particle trajectories)
and the corresponding probability measure (a measure on the particle trajectories).
We denote this probability space by (Q%, A% P™). In Fig. 4 we show an example
of a realization of a process with interaction of particles in the state space Q.

i i M=o
i—lE i i—1 efi-V=o

P 2——— ¢9=0
1 1 ¢M=1o

0 t 0 t
Figure 4. Realization of a stochastic Figure 5. Transformation of the state
process with interaction of particles space to a set of trees

Let us transform the state space of particle trajectories to a set of trees as follows:
we assign the descendants of any pair of interacting particles to one of the particles
in this pair. Then for each of the ¢ initial particles we obtain randomly many
descendants {él) (I=1,...,4; see Fig. 5), and the following relation holds:

G=eM 4.4, (5.6)
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Since the particles are indistinguishable, we can assume that the random variables
{fl) are permutable (symmetrically dependent). The equality (5.6) enables us to
specify more precisely the assumption about the conditional independence and con-
ditional identical distribution:

0 . .
Fi(t;s) =Y Py(t)s’ = E(s* | & =1i) =Es ere? o E(E(55£l)+"'+5£) | 6:))

=0

<

(1) (1)

(E(s5” | 0) - E(s5 | 6,)) = E(E(s%

m

[6)'
= / o' (w; 8) H(t; dw), (5.7)
{weqr}

where i € N and 6, is a random variable on (Q%, A", Ptr) whose existence follows
from Theorem 5.3. The form of the dependence of the function ¢(w;s) on the
variable s is related to the structure of the trajectories (see §5.4), and the function
H(t; dw) determines a random medium [1] corresponding to the Markov process in
question. We note that the relation (5.6) coincides with the relation (4.10) for a
Markov process of class By, and the integral representation (5.7) for the i-particle
generating function generalizes the branching property (4.6) [15] for a process with
independent particles.

A transformation of the state space of trajectories to a set of forests is possible
if the equation (5.6) holds for an arbitrary system of interacting particles. In the
case of continuous phase space the generating functionals [13], [106] are used to
derive an integral representation of the form (5.7) for the i-particle distribution
functions. The identity principle for particles [36] and symmetry properties are the
most general aspects of importance in non-equilibrium statistical physics.

Kinetic equations. Finding an integral representation of the form (5.7) by proba-
bilistic methods is difficult, because the trajectory space (Q¥, A PY) is compli-
cated. The generalized branching property (5.7) for the generating function F;(¢; s)
of a Markov process & with pair interactions was revealed by analytic methods in
Chapter 4, where closed solutions of the second Kolmogorov equation were con-
structed. In § 4.2.2 we found the averaging measure and the kinetic equation (4.35)
for the one-particle generating function ¢(z, y; ) of the conditional transition prob-
abilities for the bimolecular reaction 27" — kT, k = 0, 1. In § 4.2.3 we gave a similar
non-linear first-order equation (4.38) for the function ¢(x,y;s) for the interaction
scheme 27T — 3T. In accordance with Theorem 5.3, the multiple integral in the
formulae (4.34) and (4.36) is treated as an expectation.

The problem of deriving the kinetic (third) equation for Markov processes with
interaction can be solved by constructing exact solutions in the form of an integral
representation (5.7) for the linear Kolmogorov equations in special cases. The
examples of such solutions given in the present paper enable us to make conjectures
about the types of non-linear equations for diverse classes of Markov processes: for
B; this is a system of ordinary differential equations, for B it is a first-order system
of partial differential equations, for Bj it is a system of integral equations of renewal
type (for renewal equations, see [106], Chap. 8, § 7), and for the set M it is a system
of stochastic integral equations.
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§5.4. Branching property for a simple death process

The simplest Markov process in the set M; is a death process & with ¢ € [0, 00)
(on the state space N) determined by e = 1, {po = 1}, {wo = 0,¢; > 0,i=1,2,...}.
The Kolmogorov equations for the double generating function of the transition
probabilities F(¢; z; s) are of the form ((2.6) and (2.7))

0 _ o
ot ot
The process &; stays at the initial state ¢ during a random time 7; with distribution
P{r; <t} =1 —e ¥ At the time 7; the process passes to the state i — 1, and so
on. An example of a realization of the stochastic process &; is shown in Fig. 6.

z(F — D, (%)), —8)Dy(F), F(0;z;8) = e(zs). (5.8)

3 i M=o
i i—1 efil=g
i—1 e
i—2 _— :
1—3 —
2 — ¢9=0
1 1 ¢M=0
0 ¢ i ty t 0 t ¢t ty t
Figure 6. Death process for the state Figure 7. Death process for the state
space N space Qr

We interpret a state i of the process as the presence of 7 particles of the same type,
and a transition of the process to the state i — 1 is the death of one of the particles;
we have the scheme T' — 0. An example of a realization of the death process on
the state space Q% of particle trajectories is shown in Fig. 7. The random variables

gl) (the numbers of descendants for each of the initial particles, I = 1,...,%) take

the values 0 and 1. Assuming that the random variables in the sum (5.6) are
permutable, we see for an infinite sequence of symmetrically dependent random
variables taking only the values 0 and 1 (cf. [26], vol. 2, Chap. 7, §4) that

Fi(t;s) = E(X; + sY3)", i€N, (5.9)
where X; and Y; are some interacting stochastic processes.

Theorem 5.4. Let a Markov death process satisfy the conditions v;11 > i, © € N,
and let lim; o, p; = 0. The double generating function of the transition probabil-
ities can be represented by the Fourier series

(o) 1 _
F(t;z;8) = Z —————Cn(2)Cr(s)e 1, (5.10)
nzo <p1 DY (pn
where
~ © otk
Cn(z) =2"+ ,
* ; (Pnt1—@n) - (Pntk — @n)
n—1
Cn(s) =s"+ Phil " Pn sk,

k=0 (k. —n) - (Pn—1— ¢n)
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The series (5.10) is absolutely convergent for any z, any s with |s| < 1, and any
t € [0,00).

Proof. Let us use the definition of double generating function (2.5) and the explicit
expressions (2.8) for the transition probabilities P;;(t) of the death process:

i - _
P e~ Pnt

[e )
= E SJ
i—0 i

- P1 Pj (i = @n) - (Pnt1 — Pn)(Pr-1 — ©¥n) (‘P] — ¢n)

_ L) ;
e~ ¥nt P

:§2$3f25<f*lggﬁwm4—ww-”@%—¢0>

(S +Z o 1—¢n>sj>'

The convergence of the series for F (t' z; 5) follows from the estimate

Sy rwd< Yy Sy

1=0 j= 0<‘01 1=0 j= 0<‘01 10<’01

for any z and any s with |s| < 1. This proves Theorem 5.4.

For a death process of linear type in which ¢; = i), the series (5.10) can readily
be summed and leads to the branching property (4.12),

S (z/0)" /A At A) (1 1)e~ Mt
fr(t;Z;S)ZZTeZ (s—1)re™ = (F/N(A+(s=1)e™ )

n=0
The sum of the series (5.10) was found in § 4.2.1 for a process of quadratic type
such that ¢; =i(i — 1)A. Thus, the problem of justifying the probabilistic assump-
tion that the generalized branching property (5.9) holds for the Markov death
process reduces to the analytic problem of summing the series (5.10) under some
assumptions about the function ¢; = (i), i € N.

We note that the solution (5.10) of the equations (5.8) containing the Gel’fond—

Leont’ev generalized differentiation operator has the form of a series of exponential
functions [78]. For ¢t = 0 we obtain an expansion of the eigenfunction (2.2):

e(zs) = Z(‘Pl e "Pn)_lén(z)cn(s)y

n=0

where the functions C,,(z) and C,,(s) are related by an integral transform.

A pure birth process also belongs to the set M;. As in the previous case, for
the state space Q' we can conjecture that the integral representation (5.7) of the
i-particle generating function of the transition probabilities for this process has

the form [53] .
Y K3
Em@:EG{éE>, i €N

where X; and Y; are interconnected stochastic processes.
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Theorem 5.5. For a birth process of Poisson type the branching property holds in
the following form (for w? = —1,i=2,3,...):

1 1 cor 1 / I o At(uz—1)
Fi(t§5):/ (2—% [/ [wl(m,n,uw) +n] dn] ‘ du)clm,
0 mw Jot LJo L—z], |, U

where @ is a linear-fractional function with respect to the variable s, namely,

s(l—2z)/(1+n)
1—s(l/u+nl—2)/1+n))

Theorem 5.5 can be proved by a straightforward evaluation of the triple integral,
which leads to the following expressions for the transition probabilities of the Pois-
son process: Pi;(t) =0 for 0 < j < i and P;;(t) = e M (At)7=¢/(j—i)! for j =i > 1.
The computation involves the Euler beta function ([44], [52]).

o(x,n,u;s) =

5.4.1. Open problems. The conjecture about the non-linear property (5.7) for
Markov processes must be verified first of all for the cases in which the explicit
expressions for the transition probabilities P,g(t), o, 8 € N", are either known or
can be found for (at least) some values of & and 3. The problems are as follows.

1. Discover the non-linear property of the transition probabilities (5.9) for a
death process of power-law type for which ¢; =i?\, 0 < p < 1 (for A > 0).

2. The second Kolmogorov equation for the generating function of the transition
probabilities of a two-dimensional death process ([76], [77]) of quadratic type is of
the form

OF,(t; )

T = )\(plosl + po1S2 — 5152)

O?F,(t; s)
T Fa(0s) = 5™
881882 a( 78) 5
Obtain the generalized branching property
Flar,a0) (51, 82) = E(Xy + 51Y)* (Zy + s2Up)*?,  (on, 02) € N2,

where X;, Y;, Z;, U; are interconnected stochastic processes. Obtain the property

51Y; WU ™ 9
F t; =E N
(Ozl,az)( 751752) (1 —SlXt> (1 —SQZt> ) (O[l,O[Q) E )

for a two-dimensional birth process for which the second equation is

OF,(t;s)
ot

O?F,(t; s)

F,(0;8) = s“.
881882 ’ ( S) 5

2 2
= A(p215782 + 125155 — 5152)

3. For a Markov birth-and-death process of Poisson type, obtain an integral
representation for the i-particle generating function

X; + sY;\' .
Fi(t:s) =E[ ————— N
1(75) (Zt—FSUt), (S ’

where Xy, Y;, Z;, U; are some stochastic processes, by using the explicit expres-
sions (2.10) for the transition probabilities.
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